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Preface to the Fourth Edition

Like Terry Crowley, I was an undergraduate at the Australian National
University and I did honors in historical linguistics just over 20 years after
his time there. Terry was still a legend in the Department, the student who
was invoked as the exemplar of the Golden Age of ANU. It was therefore
with a great deal of trepidation that I approached the task for preparing a
new edition of the text. As Bill McGregor has written in his introduction
to his 2006 book, it is no easy task to edit a work where the authors have
died, where there is no possibility of discussing intentions or various possible
additions or subtractions from the text.

The field of historical linguistics has changed a great deal since the first
draft of this book was written in the early 1980s, with much more access to
data on understudied languages and much more progress in reconstruction in
many areas outside Europe. We are seeing the increasing use of computational
modeling within historical linguistics and interdisciplinary research is not
the exotic enterprise it used to be. Grammaticalization is a much larger part
of the field than it was in 1983 and now forms a substantial link between
historical linguistics and typology. Therefore my main aim in preparing the
new edition has been to add rather than change (although, of course, in order
to do that, some sections of the previous edition had to be removed). I have
kept stylistic changes to a minimum (for example, I retained Terry’s “I” rather
than changing it to “we”). I have also tried to broaden the appeal of the book
from a text concerned primarily with Oceania and Australia to one presenting
examples from all over the world. However, I hope readers agree that the new
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text is not so far removed from those aims and that the Australiasian focus is
still strong. This is still Terry’s book.

In addition to the correction of some data errors, I've updated the
suggestions for further reading and have included more articles from jour-
nals, as well as introductory materials. I have added some new exercises
and some additional datasets. I have also reorganized the text and omitted
and condensed some of the original chapters (for example, the chapter of
causes of change is now condensed into chapter 1, and the methods for
glottochronology have been omitted). The chapter on “problems with tradi-
tional assumptions” has been incorporated into other parts of the text. I have
added sections on long-distance relationships and computational methods in
historical linguistics and expanded the sections on historical morphology and
syntax. I have also altered certain sections to bring the text more in line with
current consensus thinking. In doing so, I have no doubt introduced things
that Terry would not have agreed with, to which I can only say that I wish I
could have discussed them with him.

Claire Bowern



Preface to the Third Edition

Having taught various linguistics courses at the University of Papua New
Guinea (UPNG]) and since then at the University of the South Pacific (USP),
it has become apparent to me that the English used by writers of nearly all
standard textbooks in linguistics was far too difficult for English-as-a-second-
language speakers. This seemed to be especially true in books dealing with
historical linguistics. Also, foreign words and phrases typically abound in
textbooks on comparative linguistics, and beginning students are arrogantly
assumed to know what is meant by Umlaut, Lautverschiebung, spiritus aspi-
rate, un systéme ou tout se tient, sandhi, and so on. Another problem with
standard textbooks for South Pacific students was that the examples chosen
to illustrate points and arguments often involved languages that students
had never heard of or had no familiarity with—usually ancient European
languages and sometimes modern North American Indian languages.

Those of us teaching linguistics at UPNG—mainly John Lynch and
myself at the time—decided to remedy these faults for our students by produc-
ing our own series of textbooks. John produced a series of notes on linguistic
analysis, and my contribution was a set of notes on historical linguistics. In
these notes we tried to simplify the language and to explain linguistic concepts
in a straightforward manner, yet without simplifying the concepts themselves.
We also tried to draw examples as far as possible from languages of this part
of the world (rather than from the Northern Hemisphere), as well as from
English (this being the language of education with which all tertiary students
in the Pacific were familiar).

vii



viii PREFACE TO THE THIRD EDITION

Contrary to my intentions and expectations, the original UPNG printed
notes “Introduction to Historical Linguistics” ended up being used also by
students taking comparative linguistics at the Australian National University
in Canberra and the University of Auckland in New Zealand. This meant that
a set of materials that would have lasted 20 years at UPNG (with our class
sizes at the time) was rapidly sold out. This gave me a welcome opportunity
to revise the 1981 edition, and a substantially revised second edition appeared
under the same title in 1983, in the same UPNG printery format as the
first. Again I was pleasantly surprised to find that our stocks were rapidly
exhausted, so it was decided to produce a third edition, this time in publisher-
produced format.

UPNG Press and the Institute of Pacific Studies (at USP) agreed to
publish the volume jointly, and I provided a text based largely on the 1983
version but with some revisions necessitated by the broader audience. This
third edition of An Introduction to Historical Linguistics appeared in 1987.
I would not recommend that anybody try to publish a book in the way
that volume was produced, with one publisher in Port Moresby (Papua New
Guinea), the other in Suva (Fiji), the typesetter in Auckland (New Zealand),
the printer in Suva, and the author by then in Vila (Vanuatu). While the vol-
ume received very favorable comment, the results of the geographic dispersal
of those involved in the production process are clear to anybody who has used
it, as phonetic symbols ended up being cobbled together—some satisfactorily
and some less so. Worse, a considerable number of typesetting errors went
uncorrected or were even compounded before printing. Many people found
that it was difficult to get hold of the volume, as the publishers were not
well known among mainstream distributors of academic texts in Europe
or North America (copies were difficult to obtain even in Australia and
New Zealand). Despite these problems, however, the supply from this print
run was also exhausted within a couple of years.

Clearly, in producing this text I had stumbled across a need that was
waiting to be met, so I decided to prepare a further edition of this volume. I
have taken the opportunity to correct all typographical, factual, and stylistic
errors in the previous edition that have come to my attention. I have also
taken into account the experience of my peers who have used the previous
edition in substantially revising the text itself. I have broadened the content,
added a number of sections, and reorganized the presentation of other sec-
tions. However, I have consciously decided to maintain the Pacific bias in
exemplification. In doing this, I hope that linguists who are schooled in the
Western tradition of the English Great Vowel Shift (which I do not mention)
and Grimm’s Law (which I mention only in passing) are not disappointed.
Rather, I hope that this volume makes it possible to show students that the
comparative method has universal applicability.

Of course, this is not to say that the model of language change that is
assumed by the comparative method described in this volume is universally
accepted by modern linguists. There is a substantial—and growing—coterie
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of scholars who find many inherent weaknesses in this model. My own work
on Pacific pidgins and creoles has left me with many similar doubts. These
doubts notwithstanding, I feel that it is probably easiest to show students how
languages change by first teaching them the traditional comparative method,
just as it is easier to teach classical phonemics than it is to launch straight into
underlying phonological representations and morphophonemic rules. Those
who are more adventurous or more skeptical can build on the basis provided
in this volume to show students how they think languages really change.

Hamilton, New Zealand Terry Crowley
October 1991
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How to Use This Book

I would like to think that this book will prove useful to teachers of historical
linguistics at all undergraduate levels. I have written it on the assumption
that students have already completed at least one basic course in descriptive
linguistics, so I have not bothered to define terms such as phoneme, mor-
pheme, or suffix. Some familiarity is also assumed with a distinctive feature
analysis of phonology. More specialist linguistic terminology, such as ergative
orexclusive pronoun, however, is introduced at its first appearance in the text
in small caps and is always explained (and generally also exemplified) for the
benefit of students. The linguistic terminology in this volume is used in the
same way as in Crowley, Lynch, Siegel, and Piau, The Design of Language:
An Introduction to Descriptive Linguistics. The bold page numbers in the index
indicate where definitions are located.

I have attempted to cover the kinds of topics in historical linguistics that
are dealt with in most courses on this subject, as well as enough areas of side
interest so that lecturers will be able to follow some of the more specialist
aspects of this subdiscipline as well. However, it should be kept in mind
that An Introduction to Historical Linguistics is just that—an introduction.
I have deliberately aimed at breadth rather than depth, and students should
be encouraged to use other textbooks for wider reading in order to look at
different topics or to look at different interpretations of the same topics. At
the end of all chapters, I have included a list of supplementary readings where
students can begin this wider reading. I have referred students to readings
that are available in fairly well known textbooks, on the assumption that they

xXXvii
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will be able to find these in university libraries. For more advanced courses,
readings in specialist journals or more advanced textbooks may be necessary.
I would suggest that if a higher-level course is being taught, lecturers compile
their own supplementary reading lists. [I have added to the reading sugges-
tions, including supplying a number of more up-to-date suggestions but also
incorporating my own supplementary reading lists.—C.B.]

I have included at the end of each chapter a set of Reading Guide
Questions. Students may want to test their understanding and retention of
the material in a chapter by working through these questions. I have not
included answers to these questions—if students do not feel confident about
a particular answer, they should refer to the material in the chapter or ask the
lecturer for help.

Each chapter includes exercises based on some of the concepts discussed
in that chapter. These can be used in a number of ways. As a lecturer you may
want to use these data as illustrative material in lectures. You may want to
ask students to work through these materials in class, as a way of ensuring
that they are able to apply the concepts discussed in that particular chapter.
Finally, you may want to use the materials as a basis in formulating problems
for your students for assessment (for that reason, I have not provided answers
to the questions that are given). A number of exercises in this volume involve
the same set of basic information on particular languages on which students
are asked to perform different sorts of tasks. Rather than repeat this informa-
tion in each chapter, I have collected the data in a series of datasets at the end
of the volume. Students should refer to the datasets for these forms whenever
an exercise requires it. [I have retained this format, but I have edited a number
of the datasets and introduced a few others. Note also that I have corrected
a number of typographical errors in problem sets, and so the versions of
problems that appear here may be somewhat different from those in previous
editions.—C.B.]

Many examples in this volume are taken from Austronesian languages,
Australian languages, and the non-Austronesian languages of the Papuan
area. Since this is a textbook of historical linguistics rather than an intro-
duction to Austronesian linguistics (or those of other areas), I hope that
specialist readers will accept the occasional simplification—or other kinds
of misrepresentation—of data in the spirit that it is intended: that is, as an
introduction to principles of historical linguistics.

Readers of this volume should note that I have used phonetic symbols
that correspond to those used in Crowley, Lynch, Siegel, and Piau (1995).
These symbols are widely used by linguists and correspond for the most part
to standard IPA symbols. Conventions that are not widely used are explained
as they are introduced. Otherwise, I have used the symbols that are set out
on the following page. Readers should also note that English words are gen-
erally transcribed to reflect the pronunciations that are typical in Australian,
New Zealand, and South Pacific English rather than the pronunciations of
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North American and British speakers. North American and British readers,
however, should experience little difficulty with most transcriptions.

Material is cited in the text in IPA symbols surrounded either by phonetic
brackets or phonemic slashes. For examples that are cited without surround-
ing brackets or slashes, the phonetic versus phonemic status of the forms is
not relevant to the particular point being made. Forms cited orthographically
appear in italics.

In the following maps I have indicated the location of languages that
may not be known to the general reader of this volume. I am assuming that
readers will be aware of where the better-known (or iconically named) world
languages (such as French, Bahasa Indonesia, Afrikaans, and Icelandic) are
spoken. I have indicated the location of lesser-known languages that are
spoken outside the areas covered by the following maps in the body of the
text.
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THE INTERNATIONAL PHONETIC ALPHABET (REVISED TO 2005)
CONSONANTS (PULMONIC) 2005 IPA
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Introduction

1.1 THE NATURE OF LINGUISTIC
RELATIONSHIPS

Many linguists trace the history of modern linguistics back to the publication
in 1913 of the book Course in General Linguistics by students of the Swiss
linguist Ferdinand de Saussure. In this book, the foundation was laid for
the scientific study of language. Saussure recognized, as we still do today,
that language is made up of a collection of units, all related to each other in
very particular ways, on different levels. These different levels are themselves
related in various ways to each other. The primary function of language is to
express meanings and to convey these to someone else. To do this, the mental
image in a speaker’s head has to be transformed into some physical form so
that it can be transferred to someone else, who can then decode this physical
message and have the same mental image come into his or her head.

One of the points that Saussure stressed was the fact that we need to
make a distinction between studying a language from a DIACHRONIC point
of view and from a sYyNCHRONIC point of view. Up until the time of Saus-
sure, linguistics had been focused primarily on the diachronic study of lan-
guages. Languages at a particular point in time were viewed not so much
as systems within themselves but as “products of history”; as such, histor-
ical considerations could be used in making arguments about synchronic
structure. Saussure disputed this interpretation and said that all languages
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could (and, indeed, should) be described without reference to history. When
we describe a language synchronically, we describe what are the basic units
that make up the language (that is, its phonemes, its morphemes, and so
on) and the relationship between these units at that time, and that time only.
He therefore proposed a rigid boundary between diachronic and synchronic
linguistics, which has been part of linguistics since his time (though lately,
many linguists have come to question the need for such a rigidly stated
view). This book introduces you to the concepts and techniques of diachronic
linguistics.

Another important concept that Saussure stressed was the fact that the
mental image in a speaker’s head and the physical form used to transfer this
image are completely arbitrary. This accounts for the fact that a certain kind
of domestic animal is called a [sisia] in the Motu language of Papua New
Guinea, a [huli] in the Paamese language of Vanuatu, a [[i€] in French, and a
[dog] in English. If there were any kind of natural connection between a word
and the thing it denotes, we would all use similar words for similar objects.

Saussure would not have denied that some parts of a language are
strongly iconic, or natural. All languages have onomatopoeic words like
rokrok for ‘frog’ and meme for ‘goat’ in Tok Pisin in Papua New Guinea,
or kokoroku for ‘chicken’ in Motu. However, words such as these are usually
very small in number and not an important consideration in language as a
whole. Such words are also concentrated in certain meaning categories, such
as bird or animal names.

If we compare two different words used by two different groups of people
speaking different languages, and we find that they express a similar (or
identical) meaning by using similar (or, again, identical) sounds, then we
need to ask ourselves this simple question: Why? On the one hand, maybe
it is because there is some natural connection between the meaning and
the form that is being used to express it (such as between the word meme
and the sound that a goat makes). On the other hand, maybe the similarity
says something about some kind of historical connection between the two
languages.

Let us go on a diversion for a moment and look at the topic of stories
in different cultures of the world. Probably all societies in the world have
some kinds of stories that are passed on from generation to generation,
telling of the adventures of people and animals from a long time ago. Often,
these stories are told not just for pure interest and enjoyment but also as a
means of preserving the values of the culture of their tellers. The fact that all
societies have such stories is not particularly surprising. Even the fact that i
societies have stories about animals that speak and behave like humans is
not particularly surprising, as all humans of whatever culture are able to see
similarities between animals and humans.

However, what if we found that two different peoples had a particular
story about a person who died, and who was buried, and from whose grave
grew a tree that nobody had seen before? This tree, the story goes, bore large
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TABLE 1.1 Some Words in Widely Separated Languages

Bahasa Indonesia  Tolai (PNG) Paamese (Vanuatu) Fijian Maori

‘two’ dua aurua elu rua rua
‘three’ tiga autul etel tolu toru
‘four’ ampat aivat ehat va: fa:
‘five’ lima ailima elim lima  rima
‘stone’ batu vat ahat vatu  kofatu

green fruit right near its top, but nobody knew what to do with this fruit. A
bird then came along and pecked at the fruit to indicate to the people that its
thick skin could be broken. When it was broken open, the people found that
the fruit contained a sweet and nutritious drink.

This story can be recognized by coastal peoples nearly 3,000 kilometers
apart, from Vanuatu through to many parts of Papua New Guinea. Surely,
if two peoples share stories about the origin of the coconut which contain
so many similar details, this cannot be accidental. The fact that the stories
are widely dispersed can only be interpreted as meaning that there must be
something in common in the history of these different peoples.

Getting back now to language: if we were to come across two (or more)
different languages and find that they have similar (or identical) words to
express basically the same meanings, we would presumably come to the same
kind of conclusion. Look at the forms from a number of widely scattered
languages in the table above.

These similarities must be due to more than pure chance. Of course, we
do find chance similarities between words in different languages. After all,
languages used a fairly small number of sounds, so it is not surprising that
the odd word might end up sounding similar in different languages. In such
cases, however, there are never SYSTEMATIC SIMILARITIES. Compare the English
glosses for the words in the table: the word ‘two’ is somewhat similar to dua,
but none of the other words are similar. We must presume that there is some
kind of historical connection between these five widely separated languages
(and, we might suspect, some of the intervening languages as well), but not
between them and English. This connection (and the connection between the
stories about the coconut that we looked at earlier) could logically be of two
different kinds. First, it could be that copying (or BORROWING) is involved:
four of these five languages could have copied these words from the fifth, or
they could have copied various words from each other, or all five could have
copied from a sixth language somewhere.

Second, it could be that these forms all derive from a single set of original
forms that has diverged differently in each case. Since these four languages are
spoken in widely separate areas, we could guess that the speakers have had
little or no opportunity to contact each other until very recent times. Anyway,
even if these people were in contact in ancient times, there would seem to be
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little need for people to copy words for things like basic numbers and the word
for ‘stone’. These are the sorts of things that people from almost all cultures
must have had words for already.

It might be understandable if the words for ‘coffee’ or ‘ice’ were similar,
as these are certain to be introduced concepts in these areas. Originally, these
things would have had no indigenous name. When people first come across
things for which they have no name, they very frequently just copy the name
from the language of the people who introduced the concept. Since tradition-
ally people in the Pacific did not grow coffee (as this drink was introduced
by Europeans, who themselves learned of it from the Middle East), we would
expect that the word for ‘coffee’ in most of the languages of the Pacific would
have been copied from the language of early European sailors and traders
who first appeared in the Pacific in the past 200 years or so. Thus, the word
for ‘coffee’ in most Pacific languages today is adapted to the sound systems
of the various languages of the region and comes out something like koft or
kopi. (In areas of the Pacific where the French rather than the British were
influential, of course, we find words like kafe or kape from French café.) The
English word itself is borrowed from Turkish (perhaps via Italian) and comes
ultimately from Arabic.

Getting back to the words for ‘stone’ and the numbers 2, 3, 4, and 5 that
we saw in table 1.1, the most likely explanation for their similarity in these
widely dispersed languages is that each of these sets of words is derived from
a single original form. This brings us to the important concepts of LANGUAGE
RELATIONSHIP and PROTOLANGUAGE. These ideas were first recognized in mod-
ern scholarship by Sir William Jones, who was a British judge in colonial
India. Jones had studied a wide variety of languages; in 1786, he delivered
a speech about Sanskrit (one of the languages of ancient India), and his
words have since become very famous. In this speech he said, among other
things:

The Sanskrit language, whatever be its antiquity, is of a wonderful structure; more
perfect than the Greek, more copious than the Latin, and more exquisitely refined
than either, yet bearing to both of them a stronger affinity, both in the roots of
verbs and in the forms of grammar, than could possibly have been produced by
accident; so strong indeed, that no philologer could examine all three, without
believing them to have sprung from some common source, which, perhaps, no
longer exists: there is similar reason, though not quite so forcible, for supposing
that both the Gothic and Celtic, though blended with a very different idiom, had
the same origin with the Sanskrit; and the Old Persian might be added to the
same family. (Jones 1798: 422-23)

This statement added two significant advances to the understanding of
language change at the time. First, Jones spoke of the idea of languages being
related. Until then, people had tried to derive one language from another,
often with ridiculous results. For instance, people had tried to show that all
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modern languages of the world ultimately go back to Hebrew, the language
of biblical times. Kings of Europe even went to the extreme of separating
newborn babies from their parents to see what language they would speak
naturally if they were left alone and not taught. The results varied from Dutch
to Hebrew (and none of these claims is believable). The similarities between
Sanskrit, Latin, and Greek that Jones was talking about were often explained
before he delivered his speech by saying that Sanskrit developed into Greek,
and that Greek then developed into Latin:

Sanskrit — Greek — Latin

Jones, however, introduced the idea of “parallel” development in lan-
guages. That is, he introduced the idea that there might have existed other
languages that have disappeared without leaving a record. The concept that
he was introducing was therefore the concept of language relationship. He
was saying that if two languages have a common origin, this means that they
belong to a single family of languages. (The idea that one language can change
into another was long known. Dante, for example, discusses in De Vulgari
Eloquentia the idea that French, Italian, and Spanish are modern descendants
of Latin; see Shapiro 1990.)

Second, Jones spoke of the concept of a protolanguage (without actually
using the term, as this did not come into general use until modern times).
When he said that these three languages, and possibly the others he men-
tioned (and he was later shown to be correct), were derived from some other
language, he meant that there was some ancestral language from which all
three were descended by changing in different ways. So, the model of language
and relationship that he proposed to replace the earlier model looks like the
model that we use today:'

Protolanguage

/N

Sanskrit Greek Latin

The concepts of protolanguage and language relationship both rest on
the assumption that languages change in certain systematic ways. In fact, all
languages change all the time. It is true to say that some languages change
more than others, and faster than others, but all languages change never-
theless. But while all languages change, the change need not be in the same
direction for all speakers. Let us imagine a situation as in figure 1.1. We will
assume that there was an area on this island occupied by a group of people
who spoke a language called Wala. Perhaps under pressure from population
density, perhaps because of disputes, or perhaps out of pure curiosity, some of
the Wala people moved out across the river and some across the mountains,
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FIGURE 1.1 Wala speakers on an island

FIGURE 1.2 Walo, Peke, and Puke

and they settled in other areas. As I have said, all languages change, and the
Wala language was no exception. However, the changes that took place in the
Wala language across the mountains and across the river were not necessarily
the same kinds of changes that took place in the original Wala homeland.
Eventually, so many changes had taken place in the three areas that people
could no longer understand each other. The Wala people in their homeland
ended up calling themselves the Walo people, rather than their original name,
Wala. Across the river the people came to call themselves the Peke, while the
people on the other side of the mountains ended up calling themselves the
Puke people. So, what we now have is a situation as in figure 1.2.

The three languages, Walo, Peke, and Puke, still show some similarities,
despite their various differences. What we say, therefore, is that they are all ]
related languages, all derived from a common ancestor, or protolanguage.
We could therefore draw a family tree diagram for these three languages that
would look like this:

Wala
Walo Peke Puke
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We can say exactly the same kind of thing about Bahasa Indonesia, Tolai,
Paamese, Fijian, and Maori. These are all related languages derived from a
protolanguage that was spoken in the distant past at a time when writing was
not yet known. Thus:

Protolanguage

/‘\

Bahasa Indonesia  Tolai Paamese Fijian Maori

Generally, when a protolanguage evolves to produce a number of dif-
ferent daughter languages, we have no written records of the process. In the
case of some of the languages of Europe, however, we have written records
going back some thousands of years, and we can actually observe the changes
taking place in these records. Latin was the language of most of western
Europe at the time of Christ. However, as the centuries passed, Latin gradu-
ally changed in its spoken form in different parts of Europe so that it was quite
different from the older written records. It is important to note that Latin
changed in different ways in what is now Portugal, Spain, France, Italy, and
Romania. The eventual result of this was that there are different languages
in Europe that are today called Portuguese, Spanish, French, Italian, and
Romanian. These languages are all similar to some extent, because they all
go back to a common ancestor. In this case, we can draw a family tree to
describe this situation, and here the protolanguage actually has a name that
was recorded in history:

Latmn

Portuguese Spanish French Italian Romanian

We should ask ourselves this question: Did Latin die out? The answer
is that Latin did not die out in the same way that some languages have died
out. Some languages die out because their speakers die out. The Tasmanian
Aborigines, for instance, were badly affected by the diseases introduced by
Europeans in the early 1800s, and many died. Many who did not die from
disease were shot or poisoned by the Europeans. The last fully-descended
Tasmanians died in the 1870s and 1880s, and knowledge of their languages
died with them. (Contrary to popular belief, the Tasmanians did not become
extinct. There are several thousand people in Tasmania today of partly Abo-
riginal descent who proudly identify themselves as Aboriginal Tasmanians,
though their language is English.)
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Other languages die out not because their speakers die out, but because
they abandon their own language. Sometimes people abandon their own
language as a result of having been forced to do so, while at other times people
make the choice to switch to another language. In some parts of Australia
and North America, for example, Aboriginal people were gathered together
and the children were separated from their parents in dormitories and pun-
ished by missionaries or government officers if they were caught speaking
anything other than English. The result is that many of these languages
have disappeared, and the descendants of the original speakers now use only
English.

There are parts of Papua New Guinea today, most notably in the area
of the Sepik River, where parents are coming more and more to speak to
their children in the national lingua franca, Tok Pisin, rather than their
local vernacular. Some people have predicted that, within a generation or
two, some of these vernaculars could be close to extinction, though in
these cases the speakers are not being forced to give up their language. In
these cases, there have been no movements of outsiders into these com-
munities. People are making their own subconscious choice to switch from
one language to another because Tok Pisin is associated with modernity
and development, whereas the vernaculars are associated with tradition and
backwardness.

But neither of these situations is true for Latin. Latin is not a dead
language in the same sense that Tasmanian Aboriginal languages are dead.
A protolanguage can in some ways be compared to a baby. A baby changes
over time and becomes a child, then a teenager, and then an adult, and finally
an old person. A baby does not die and then become a child, and so on.
Similarly, Latin did not die and “become” French. Latin simply changed
gradually so that it came to look like a different language, and today we
call that language ‘French’. The name ‘Latin’ was not lost, either, as there
is a little-known language spoken in Europe that is called ‘Ladin’. This is the
modern form in that particular language of the old word ‘Latin’. One of the
four official languages of Switzerland is also known as ‘Romansh’, which is a
modern derivative of ‘Roman’. (Even further from Rome is Romania, but the
Romanians also speak a language that is derived from Latin, and they have
retained the original name of the Roman people who spoke Latin as the name
of their language today.)

The changes between Latin and French (and Romansh and Romanian)
were gradual. There was no moment when people suddenly realized that
they were speaking French instead of Latin, in the same way that there is
no single moment when a baby becomes a child or when a child becomes a
teenager. After enough changes had taken place, people who compared the
way they spoke with the older written forms of Latin could see that changes
had occurred. But this is like looking at a photograph of ourselves taken when
we were younger. We may look very different, but the person that we can see
is definitely not dead!?
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French and Romanian and Romansh have not stopped changing, either.
The change continues into the present. French may well turn out to be
the ancestor language from which a whole future family of languages is
derived. So, too, may English, Bahasa Indonesia, Tolai, Paamese, Fijian, or
Maori.

1.2 HOW AND WHY DO LANGUAGES
CHANGE?

Our discussion in the preceding section supposes that languages change. But
you might be wondering how we know that.

One way we know that languages change is that we have written records
that show that stages of the language were different. If we pick up a book
from 1400, or even 1700 or 1900, we can see differences in the language. The
older the book, the more different the language. While most people can follow
Shakespeare without too much difficulty (apart from some words that are no
longer used), the same cannot be said of Chaucer or the Gawain poet, even
when differences in spelling conventions are taken into account.

There aren’t all that many places in the world where we can see that one
language has split into several, but there are some. A few are in Europe: we
have lots of documents for Latin, as well as historical information about the
speakers of Latin who spread it. Another area where we have some record
of diversification is in India, where we have long histories of records in
languages from several families (going back about 3,000 years in the case of
Sanskrit).

Another way is that we can see change happening at low levels, in
vocabulary and sounds, and sometimes in other areas of language, too. For
example, if you listen to an old recording (e.g., from a radio broadcast from
the 1920s), you know immediately that the recording isn’t a recent one. Part
of that is because of the quality of the recording, but there are cues in the
person’s voice and the words they use that signal that the recording is old.
Another example is in dialects. We know that most of the settlers who came to
Australia were from southern England, but Australian English doesn’t sound
anything like any of the varieties of English spoken in the U.K. Something
must have changed.

The fact of language change brings up another question: Why do lan-
guages change? Humans are creative creatures and they are constantly think-
ing up new words and new expressions. New technology is created (like
telephones, computers, radar, and so on), and so we need names for these
new things. New slang comes and goes, and so it isn’t at all surprising that
words should change over time. But there is more to language change than
new words. Many reasons for change (some better than others) have been
advanced over the years. Let’s look at some of them.
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1.2.1 Anatomy and Ethnic Character

In the nineteenth century, some scholars attempted to find an anatomi-
cal explanation for language change, concentrating in particular on sound
change. At that time, cultural differences were often assumed to be related
to anatomical differences, and different ways of thinking and behaving
were often said to reflect the superior or inferior intellects of different
peoples. (Such views, of course, are now regarded as racist nonsense,
and I am only mentioning them here in the interest of historical accu-
racy.) Following the same line of thinking, change in language, and espe-
cially sound change, was sometimes related to cultural differences between
peoples.

Forinstance, there are two sets of sound changes in some of the Germanic
languages of northern Europe. The so-called First Sound Shift took place in
the entire area in which the Germanic languages were spoken, while the more
far-reaching Second Sound Shift took place only in the southern area (where
German itself was spoken). A famous linguist in the nineteenth century, Jakob
Grimm, tried to explain this:

It may be reckoned as evidence of the superior gentleness and moderation of the
Gothic, Saxon, and Scandinavian tribes that they contented themselves with the
first sound shift, whilst the wilder force of the southern Germans was impelled
towards the second shift. (Grimm 1880: 306, quoted in Jespersen 2008: 858)

Such statements can easily become useful supports to politically sponsored
racial beliefs and, indeed, have been used in this way in the past—for instance,
in Nazi Germany.

It has also been suggested that there were significant differences between
the languages of “civilized” people and those of “uncivilized” people with
respect to language change. There was once a commonly held view among
European scholars that modern civilization basically represented a corruption
of a more pure and unspoiled form of human nature that was still to be
found in the minds of what they came to call the ‘noble savage’. We can
obviously question the kinds of presuppositions that are involved here, but
that is beside the point for the moment. What is to the point is the fact that
scholars at the time also attempted to find some kind of relationship between
the fundamental nature of “primitive” languages as distinct from “civilized”
languages. It was claimed that primitive languages contained more harsh,
throaty sounds than civilized languages. Just as civilization was supposed to
represent a degeneration of an original pure, natural state, so, too, was the
supposed development of a preference for sounds produced further forward
in the mouth. Such changes were equated with the laziness that characterized
modern civilization. The ‘noble savage’, it was argued, maintained language
in its more pure, guttural state!
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Views such as these now warrant little further discussion. All that needs
to be said is that it is quite impossible to relate any structural features of
languages, whether they be phonetic features or grammatical features, to
any differences in culture between two peoples. Such views represent pure
racism.

1.2.2 Climate and Geography

In addition to some of the more bizarre nineteenth-century theories about
language change that I have just discussed, there were some scholars who
suggested that perhaps a harsh physical environment could produce harsh
sounds in a language. What is meant by the “harshness” of a sound, of course,
is not usually very clearly explained, though from the examples that people
give, it appears that phonetic harshness involves the presence of many guttural
sounds (i.e., glottal and uvular sounds) and the occurrence of many complex
consonant clusters. The rugged terrain and harsh climate of the Caucasus
Mountains in the former Soviet Union were sometimes said to have caused
the languages of this region to develop such sounds.

It is not too difficult to prove that such views are nonsense. The Inuit
of far northern Canada live in an environment that is as harsh as anywhere
in the world, yet their phonetic system has been described by some scholars
as “agreeable.” (You should note that it is just as unacceptable, however, to
describe the phonetic system as “agreeable” as it is to say that it is “harsh.”
Both represent nothing but value judgments.) Similarly, the Australian Abo-
rigines of Central Australia live in a harsh environment of a different kind,
yet they have a sound system that has been called “euphonic.” Evidently,
what was meant by this was that these languages had relatively few conso-
nant clusters, a fairly small number of phonemes, and relatively few guttural
sounds.

1.2.3 Substratum

In the preceding two sections, I discussed some ideas for language change that
have been thoroughly discredited. Let us now consider some more plausible
causes of change.

The substratum theory of linguistic change involves the idea that if people
migrate into an area and their language is acquired by the original inhabi-
tants of the area, then any changes in the language can be put down to the
influence of the original language. (In sec. 14.1, I discuss the question of how
one language can influence another in its structure.) It is well known that a
person’s first language will to some extent influence the way in which that
person speaks a second language. We can all recognize foreign accents in our



14 AN INTRODUCTION TO HISTORICAL LINGUISTICS

own language. It is quite easy to tell whether someone is a native speaker
of English or whether their first language is French, German, Chinese, or
Samoan. If a large group of people switch from their original first language to
a second language, they may carry over some features of their first language
into their new language. This might take the form of words, or particular
pronunciation features, or grammatical features. For example, Aboriginal
English has a number of features of the sound systems of the Indigenous
languages of Australia, such as no contrast between voiced sounds (e.g., [p]
and [b]).

The problem with the substratum explanation of language change is that
it is sometimes used to explain changes in languages where the supposed
substratum language (or languages) have ceased to exist. The influence of
the substratum in such cases can be neither proved nor disproved. One
example of substratum influence that is often quoted involves the history
of French. Before the time of the Roman Empire, what is now France was
occupied by Celtic-speaking people (whose language was closely related to
Welsh and Irish). France is now split into two major dialect areas, between
the north and the south. Some scholars have suggested that this split cor-
responds to an earlier split in the original Celtic language and that these
differences were carried over into the Latin they spoke when they switched
languages. While this is a perfectly plausible theory, since the original
Celtic language no longer survives in France, it can neither be proved nor
disproved.?

1.2.4 Local Identification

The linguist Don Laycock once offered a different kind of explanation for
why language change takes place, at least in some communities. In very small
language communities, such as those found in Melanesia and in Aboriginal
Australia, he suggested, languages may change simply to allow their speakers
to distinguish things about their speech that are different from the speech of
other people. People from linguistically very diverse areas, such as the Sepik in
Papua New Guinea, have been reported as saying things like this: “It wouldn’t
be any good if we all spoke the same. We like to know where people come
from.” Linguistic diversity in this kind of situation is therefore a mark of
identification for a community.

The urge for language to be used as a tool of identification can be particu-
larly strong where the members of one ethnic group come to use the language
of another ethnic group on a regular basis. What sometimes happens is that
people will come up with their own distinctive vocabulary items and slang
expressions as a way of signaling their distinct identity in what was originally
a foreign language for them. Educated Papua New Guineans learned English



INTRODUCTION 15

from their former Australian colonial “overlords,” yet nobody would mistake
an ordinary Papua New Guinean speaking English for an Australian. For
the most part, even the most fluent English-speaking Papua New Guineans
do not want to sound like Australians. With this kind of attitude, people in
Papua New Guinea have spontaneously come up with a number of colorful
expressions which do not derive from Australian usage at all, such as the
following:

That guy, he’s really waterproofia!  ‘That guy doesn’t bathe very regularly.’

He’s really service in greasing ladies. ‘He’s really good at chatting up women.’

Can I polish the floor at your place ~ ‘Can I stay overnight on a mattress
tonight? (or mat) on your floor tonight?’

She sixtied down the road. ‘She sped down the road.’

1.2.5 Functional Need

It is also true that some changes take place in language because a particular
language must change in order to meet new demands that its speakers place on
it. As the functional needs of a language change (i.e., the range of situations in
which a language is used becomes wider), some aspects of the language may
be lost, while others may be added. These kinds of pressures do not generally
affect the phonology, or even the grammar, but they can have drastic effects
on the vocabulary. Words referring to cultural concepts that have become
irrelevant may be lost, while new words may flood into a language to express
important new concepts. In chapter 11, I describe various aspects of lexical
change arising from all sorts of different causes, so I will not go into this
matter again at this point.

Some areas of lexical specialization develop for no particular reason,
without any underlying cultural or environmental significance. When we com-
pare the vocabulary of English with that of other languages, there are invari-
ably areas of meaning in the other language that are encoded by single words
for which we do not have single-word translation equivalents in English.
For instance, in the Sye language of Vanuatu, we find words such as the
following, though it would be difficult to find any particular cultural expla-
nation for why they have words to express these meanings, while in English
we don’t:

elantvi  ‘complain unjustifiably that something is insufficient or not good
enough’
livinlivin  ‘top of something that is teetering over an edge and is about to fall’

orvalei  ‘touch something that is unpleasantly soft or mushy’
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1.2.6 Simplification

Many of the sound changes that I describe in chapter 2 could be regarded
as simplifying the production of sounds in one way or another. In dropping
sounds, we are making words shorter, and therefore we need to exert less
physical effort to produce them. The changes that come under the general
heading of assimilation also clearly involve a change in the amount of effort
that is needed to produce sounds as the degree of articulatory difference
between sounds is reduced. Fusion, too, reduces the number of sounds in
a word.

Despite the obvious appeal of this argument, there are also several
problems with it. The first is that it is extremely difficult, perhaps even
impossible, to define explicitly what we mean by SIMPLICITY in language.
Simplicity is clearly a relative term. What is simple for speakers of one
language may well be difficult for speakers of another. Kuman speakers in
the Simbu Province of Papua New Guinea fused the two sounds [g]] into a
single velar lateral [L]. The principle of simplicity could be brought in as the
causal factor, as this is an example of fusion. However, the velar lateral that
results from this phonetic simplification is a sound that speakers of all other
languages find almost impossible to produce to the satisfaction of Kuman
speakers.

A second problem is that if all sound changes were to be explained away
as being the result of simplification, we cannot explain why many changes do
not take place. If it is easier to say [agkaind] than to say [ankaind] for ‘unkind’,
why don’t all languages change [nk] to [pk]? Why do only some languages
undergo this kind of simplification, and why only at some times? If language
change were unidirectional, we should all be speaking basically the same kind
of language now.

A third problem is that some sound changes clearly do not involve sim-
plification. There is no way that the change called “metathesis” can be called
simplification (though it does not make things any more complex, either).
Exactly the same sounds are found before and after the change, and all
that has been altered is the actual order in which the sounds occur. If pho-
netic fusion can be viewed as simplification, then surely phonetic unpacking
must be just the opposite, as this creates two sounds from a single original
sound.

Finally, simplification in one part of a language may end up creating
complexities elsewhere in the system. For instance, the change known as
“syncope” (i.e., the dropping of medial vowels) can be viewed as simplification
in that it reduces the number of actual sounds in a word, but syncope often
results in the creation of consonant clusters in languages that did not have
them. While a particular word may end up being “simplified” as a result
of syncope, the overall phonotactic structure of the language can be made
much more complex. (By “phonotactics,” I mean the statement of which
phonemes can occur in what position in a word in a language, and which
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other phonemes can occur next to them.) How can we say that a change from
a CV syllable structure to a CCV syllable structure involves simplification,
when the insertion of an epenthetic vowel between consonants to avoid CCV
sequences is also called simplification?*

1.2.7 Structural Pressure

One explanation for sound change that has been put forward in recent years is
the concept of STRUCTURAL PRESSURE. Linguists view languages as collections
of units at various levels, and the units relate to each other in specific ways
at each level in the system. Languages, therefore, operate in terms of systems.
If a system becomes uneven, or if it has some kind of “gap,” then (so the
argument goes) a change is likely to take place as a way of filling that gap,
so as to produce a neat system. For instance, imagine that a language has a
five-vowel system:

Now suppose that the vowel /e/ underwent a change such that it was uncon-
ditionally raised to /i/. This would result in the following system:

This is an unbalanced system, as the language has a contrast between a
front and back vowel in the high vowels, but it has only a single mid vowel.
There are many languages in the world that have three-vowel systems of the
following type, but relatively few that have four-vowel systems such as that
which I set out above:

It would not be surprising to find that if a language had an unbalanced four-
vowel system, speakers would then shift /o/ to /u/ to match the change that
had produced the imbalance in the first place.

However, we cannot say that the pressure to fill gaps in systems like this
is an overwhelming force in language change. The most that we can say is
that languages that have gaps in their systems tend to fill them, but any
attempt at a general explanation of sound change that contains the word
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“tend” is of little value. Even a superficial examination of the world’s lan-
guages reveals that some of them have gaps in their systems, and there do not
always seem to be changes taking place that would result in these gaps being
plugged. In the Motu language of Papua New Guinea, for example, there
are voiced and voiceless stops at the bilabial, alveolar, and velar points of
articulation:

pt k
b d g

Motu also has nasals at the bilabial and alveolar points of articulation:
m n

However, there is no velar nasal in Motu. Although there is clearly a
structural gap in the phonological system of the language, there is no indica-
tion that there are any changes taking place in the language that would result
in the creation of a new phoneme that would occupy this empty slot in the
phoneme inventory. Quite the opposite, in fact—we know from a comparison
between Motu and closely related languages that it acquired this gap relatively
recently, by unconditionally losing all of its velar nasals.

1.3 ATTITUDES TO LANCUAGE CHANGE

Since we are studying language change in this book, we should also think a
bit about some of the common attitudes that people have toward the ways
that languages change. As discussed in the preceding section, all languages
are in a perpetual state of change. Sometimes, members of a particular
society can observe changes that have taken place. In the case of written
languages, people can see the language as it was written a number of gen-
erations ago, or even a number of centuries ago. In the case of unwritten
languages, we obviously cannot observe how the language was spoken that
far back in time, but very often people are able to recognize differences
between the way the older people speak and the way the younger people
speak.

It seems that in almost all societies, the attitudes that people have to
language change are basically the same. People everywhere tend to say that
the older form of a language is in some sense “better” than the form that is
being used today. It is a common theme of language columns in newspapers,
for example, that children are not learning to speak the language correctly.
In most cases, if you ask people what they mean when they say these kinds
of things, it turns out that they feel that the younger generation doesn’t use
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some of the words that the older generation uses, that the younger generation
speaks “sloppily,” or that they use slang.

In the preceding section, in the discussion of Saussure’s ideas, I said
that forms in language are completely arbitrary. That is, there is no natural
connection between a word and its meaning. This means that any sequence
of sounds can express any meaning perfectly adequately, as long as members
of the particular speech community agree to let those sounds represent that
meaning. But people still like to insist that the earlier form of a language is
better than the later form, and they still like to say that the newer ways of
speaking and writing are “incorrect.” This applies to speakers of English, just
as it does to any other language.

Language change is natural, and it is unstoppable, but that doesn’t stop
people from attaching social judgments to various ways of talking. This
should be unsurprising: after all, one of the functions of language is to index
social information about the speaker and their identity. New markers come
in, old ones go out, and items get adopted or rejected by different sectors of a
society.

Reading Guide Questions

. What statements did Ferdinand de Saussure make that influenced the course
of linguistic science from his time on?

. What is the significance of the discussion of stories told by people of different
cultures in this chapter?

3. What possible explanations can we offer if we find that two languages express
similar meanings by phonetically similar forms?

4. What do we mean when we say that two or more languages are genetically
related?

5. What is a protolanguage?

6. What was the significance of the statement by Sir William Jones in 1786
about the relationship between Sanskrit, Latin, and Greek?

7. Does a protolanguage die out and then get replaced by its daughter
languages? What, for example, is the nature of the relationship between Latin
and Romanian?

8. How are people’s attitudes to language change and ideas of standard and
nonstandard forms in language interrelated?

9. How do we know that language change is not caused by anatomical, cultural,
or geographical factors?

10. Can a language be deliberately changed by members of a speech community?

11. To what extent is simplification a factor in causing language change to take
place? What are some problems associated with this explanation of language
change?

12. How might structural pressure cause a sound change to take place?

o
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Exercises

Sanskrit, Latin, and Greek were written languages? Would we have been able
to make the same early advances in linguistic reconstruction if they were
not?

2. Saussure and the modern linguists who followed him made a great deal of the
arbitrary nature of language. How arbitrary is language? Examine the pairs
of words below in a number of different languages. One word of the pair for
each language means ‘big’ and the other means ‘small’. Say which of each
pair of words that you think means ‘big’ and which means ‘small’. Compare
the results across the class. Can you offer any explanation for what is going
on? What do you think is the importance of such facts to the historical study
of languages?

( 1. What do you think is the importance to historical linguists of the fact that

Paamese (Vanuatu) marite  titicte
Russian malenkij bolfoj
Fijian levu lailai
Bahasa Indonesia katfil basar

Tagalog (Philippines) mali?it  malaki
Kwaio (Solomon Islands) sika ba?i

Gumbaynggir (Australia) barwaj  junuj

Samoan lapo?a  laiti:ti
Dyirbal (Australia) midi bulgan
Lenakel (Vanuatu) ipwir esua:s

(To find out which of these words mean ‘big’, refer to the answers at the end
of these exercises.)

3. The word tooth in English has a long history in English writing, and it
goes back to the same source as the German word Za/n [tsa:n] and the Dutch
word tand [tant), indicating that these three languages are closely related.
Latin also has a root for ‘tooth’ [dent-]. This is sufficiently different from the
English, German, and Dutch forms to suggest that it is more distantly related
to these languages. In written documents in English
that are less than a few hundred years old, we start finding words such as
dental, dentist, trident (a fork with three ‘teeth’), and denture. What do you
think this indicates about the historical relationship between Latin and
English?

4. Look at the Lord’s Prayer (King James version). Point out the expressions
and constructions that would not normally be used in ordinary everyday
speech today. Rewrite the prayer as it would be expressed in modern English.
Why do you think people prefer to pray in an old-fashioned form of English
that is sometimes hard to understand?
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5. In his statement in 1786, Sir William Jones said that the various
Indo-European languages that he was discussing must have “sprung from
some common source, which perhaps no longer exists.” What did he mean by
the comment that the original language perhaps no longer exists? Is he saying
that the language became extinct? What sort of wording could you suggest
that might more accurately reflect the actual situation?

6. For what sorts of reasons may a society give up its language and replace it
with somebody else’s? Can you think of any examples from your own general
knowledge where such a thing has happened or where it might happen in
future?

7. Comment on Sir William Jones’s statement that Sanskrit, which resembles
the protolanguage from which Latin and Greek were derived, “is of a
wonderful nature, more perfect than the Greek, more copious than the Latin,
and more exquisitely refined than either.”

8. French newspapers contain many English words, like le football, le weekend,
le camping, and so on. Many speakers of French want to keep the language
“pure” and to prevent the development of what they jokingly call Franglais
(or Frenglish). There is even a government agency called the Académie
Frangaise (i.e., the French Academy), whose job it is to keep such words
from appearing in the dictionary and to find good French words for all
of these things. What comment would you make to members of this
council?

Answers

The following are the words for ‘big’ from the forms that were given: Paamese
mari:te, Russian bolfoj, Fijian levu, Bahasa Indonesia basar, Tagalog malaki,
Kwaio ba?i, Gumbaynggir barwaj, Samoan lapo?a, Dyirbal bulgan, Lenakel
ipwir.

Further Reading

Anthony Arlotto, Introduction to Historical Linguistics, chapter 1, “The Scope of
Comparative and Historical Linguistics,” pp. 1-10.

Lyle Campbell, Historical Linguistics, chapter 1, “Introduction,” pp. 1-15.

Jean Aitchison, Language Change, chapter 1, “The Ever-Whirling Wheel,” pp. 15-
31; chapter 7, “The Reason Why,” pp. 111-28; chapter 8, “Doing What Comes
Naturally,” pp. 129-43; chapter 9, “Repairing the Patterns,” pp. 144-55, chapter
10, “The Mad Hatter’s Tea Party,” pp. 156-69.

Mary Haas, The Prehistory of Languages, chapter 1, “Introduction,” pp. 13-30.

Nicholas Ostler, Empires of the Word, part 1, “The Nature of Language History,”
pp. 1-26.

Claire Bowern, “Historical Linguistics.”
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Hans Henrich Hock, Principles of Historical Linguistics, chapter 20, “Linguistic
Change: Its Nature and Causes,” pp. 627-62.

Hans Henrich Hock and Brian Joseph, Language History, Language Change, and
Language Relationship, chapter 1, “Introduction” pp. 3-19.

Lyle Campbell and William Poser, Language Classification, History chapter 1. “How
are Languages Shown to be Related to One Another?” pp. 1-12.

Diachronica is a journal specifically devoted to historical linguistics. It is worth looking
through previous issues for topics of interest.



CHAPTER 2

A

Types of Sound Change

While it may not be particularly surprising to learn that all languages change
over time, you may be surprised to learn that different languages tend to
change in remarkably similar ways. For instance, if you look at the history
of the sound [p] in the Uradhi language of northern Queensland, you will
find that it has undergone a change to [w] in the modern language:'

Uradhi

¢ 3

*pinta > winta ‘arm

*pilu > wilu ‘hip’

*pata > wata  ‘bite’
Now, if you look at the history of the same sound [p] in a completely different
language, one with no known historical connection with Uradhi, you will find

that exactly the same change has taken place. Let us look at the Palauan
language of Micronesia. Ignore all sounds for now except for those in bold

type.

Palauan

*pagqi > wa? ‘leg’
*paqit > wa?ad  ‘bitter’

*qatep > ?adow  ‘roof’

23
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It is easy to find examples in other languages of the world of the sound [p]
changing to [w].? But we also find repeated examples of [p] changing to other
sounds—for instance, [f], or [b], or [v]. However, it would be very difficult to
find anexample of a language in which [p] had changed to [z], [I], or [e]. Let us
now look at common (and likely) sound changes and distinguish these from
unlikely sound changes. We will also classify the various kinds of attested
sound changes in the languages of the world.

2.7 LENITION AND FORTITION

The first kind of sound change that I will talk about is lenition, or weakening.
Many people would intuitively judge the sounds on the left below to be
“stronger” in some way than those on the right:

Stronger Weaker

p b
p f
f h
X h
b w
v w
a )
d 1
s r
k 7

If you’ve studied phonology, you’ve probably heard of the term SONORITY.
The generalizations that can be made regarding these correspondences are
that voiced sounds can be considered “stronger” than voiceless sounds. Sim-
ilarly, stops rank higher than continuants in strength, consonants are higher
than semivowels, oral sounds are higher in rank than glottal sounds, and
front and back vowels rank higher than central vowels. These generalizations
about the relative strength and weakness of sounds are equivalent to the
“sonority hierarchy” in synchronic phonology. Sonority and strength is a
complex combination of loudness of the sound, pitch, and the articulatory
effort. This hierarchy is as follows, with the most sonorous sounds to the left
and the least sonorous sounds to the right:?

a>e, ¢>0>1i,u> rhotics > laterals > nasals > voiced fricatives > voiceless
fricatives > voiced stops > voiceless stops
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The kinds of changes that I have just presented, therefore, tend to involve
a shift from less sonorous to more sonorous sounds. This is called LENITION. It
should be noted, however, that some of the commonly encountered changes
listed here are difficult to account for purely in terms of loss of sonority,
so the notion of phonetic weakening is a bit more complex than [ have
indicated.

When phonetic change takes place, it is often in the direction of a strong
sound to a weak sound. That is, we would be more likely to find a change of [k]
to [?], for example, than the other way around, with [?] becoming [k]. Changes
of the reverse order are possible, of course, though less likely. These rarer
sorts of sound changes could be referred to as strengthening (or FORTITION) to
contrast them from lenition. For example, in the history of German, all stop
consonants at the end of a word have become voiceless. There is no contrast
between /g/ and /k/ at the end of a word in German; all the /g/ phonemes have
become [k]. Note: // signals that the sound is a phoneme, whereas [ ] means it
is a phone.

I will now give examples of phonetic lenition, or weakening, in different
languages. The change of [b] and [p] to [f] in the Kara language of New Ireland
(in Papua New Guinea) is one good example of lenition:

Kara
*pbulan > fulan ‘moon’
*tapine > tefin  ‘woman’
*punti > fut ‘banana’
*topu > tuf  ‘sugarcane’

Similarly, the change from [p] to [w] in the Uradhi and Palauan examples
given in the introduction to this chapter illustrate lenition.

One particular kind of lenition goes under the name of RHOTACISM. The
term “rhotic” is often used to cover all types of r sounds (trills, flaps, glides,
and so on), as distinct from all types of / sounds (which are together referred
to as “laterals”). Laterals and rhotics collectively make up the phonetic class
of LiQuips. The change known as rhotacism refers to the lenition of [s] or [z]
to a rhotic between vowels. This kind of change took place in the history of
Latin:

Latin
*ami:ko:som > amicorum ‘of the friends’
*genesis > generis ‘of the type’
*hono:sis > hondris ‘of the honor’
*flo:sis > fioris ‘of the flower’
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There is even evidence in the spelling of modern English that rhotacism
has taken place in the history of this language. The plural form of the verb
[woz] ‘was’ is [w3:] ‘were’ (though in many English dialects it is pronounced
[wai] or [wi]). Assuming that the spelling of English more closely reflects an
earlier pronunciation than the modern pronunciation, it seems that the final
e of ‘were’ represents an earlier plural suffix, and that the root was probably
something like [wase] or [wese] and there was later lenition of the [s] to [1],
to give [waie] or [weie]. It is from this form that the modern form [wai] is
derived, and some dialects have undergone another change and have dropped
[1] at the end of a syllable.

2.2 SOUND LOSS

A common kind of sound change that takes place in languages is the loss
of one or more sounds. This can be viewed as an extreme case of lenition:
the weakest a sound can be is not to exist at all. An example from modern
English of a sound being lost altogether would be illustrated by the variable
pronunciation of a word such as ‘history’. While some people pronounce this
as [histori), other people simply say [histir], dropping out the schwa vowel
[2]. We saw another example in the preceding section, when talking about
the different pronunciations of ‘were’, some with [1], some without. Here are
some more examples of that change:

Written Form  Australian English  American English

card ka:d kaid
father fa:00 fado1

It is common in languages of the world for sounds at the ends of words
to be lost. In many languages of the Pacific, for example, final consonants are
regularly dropped, as shown by the following changes that have taken place
in the history of Fijian:*

Fijian

*niuR > niu ‘coconut’
*tagis > tapgi  ‘cry’
*jkan > ika ‘fish’
*bulan > wvula ‘moon’
*tasik > tadi  ‘sea’
*lajaR > lada ‘sail’
*lagit > lapgi  ‘sky’
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This change has also taken place in the history of some other languages,
including French. The consonants are still there in the written language,

which was standardized at a time when the consonants were still pronounced:

Written Form  Spoken Form

chat fa ‘cat’
fil fi ‘son’
sont s3 ‘(they) are’

There are some kinds of sound loss that are covered by particular terms.
These special terms are described and illustrated below.

| 2.2.1 Apheresis

Initial segments are sometimes dropped. We can refer to this as APHERESIS,
pronounced [o'feiasis]. The following examples of apheresis come from the
\ Angkamuthi language of Cape York Peninsula in Australia:

Angkamuthi
*maji > aji ‘food’
*nani > ani ‘ground’
*pampu > ampu ‘tooth’
\ *nukal > uka: ‘foot’
*yantu > antu ‘canoe’
*wapun > apun ‘head’

This is a common change in Australian languages, but it seems to be less
frequently found in other parts of the world.

2.2.2 Apocope

APOCOPE, pronounced [9'pokopi], is the name you will come across in text-
books for the loss of word-final segments (that is, both vowels and con-
sonants). This is a common change in languages all over the world, and
examples are easy to find. For example, look at the following changes that

have taken place in the history of the language of Southeast Ambrym in
Vanuatu:®

I "N
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Southeast Ambrym

*utu > ut ‘lice’

*ago > ay ‘fly’

*asue > asu ‘rat’

*tohu > toh ‘sugarcane’
*hisi > his ‘banana’
*use > us ‘rain’

You can see in this dataset that the reconstructed final vowel® is lost in all the
Southeast Ambrym words.

2.2.3 Syncope

This term SYNCOPE, pronounced [sigkopi], refers to a process similar to apoc-
ope, but syncope refers to the loss of segments in the middle of words, not
the ends. It is syncope that often produces consonant clusters in languages
that did not formerly have them when medial vowels are lost. You’ve already
seen an example of syncope in our preceding discussion of history (sec. 2.2).
Another example is from the Kiput language and the subgroup it belongs
to, Proto-North Sarawak. The following data and reconstructions are from
Robert Blust (2002). In this language, at some point in its history, schwa
sounds were deleted in the environment CV__CV. There were subsequent later
changes which do not concern us here.

Proto-North Sarawak

*eledaw > *eldaw
*bageRu > *baqRu ‘new’

*eRezan > *eRzan ‘notched log ladder’

We have examples of sporadic syncope in English. For example, sprite
and spirit go back to the same word (a borrowing from Latin spiritus). The
first shows syncope (and subsequent diphthongization of [i:] to [ai]). The
second is a DOUBLET without the syncope.

2.2.4 Cluster Reduction

When consonants come together in a word without any vowels between
them, we call them CONSONANT CLUSTERS. Often, such clusters are reduced
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by deleting one (or more) of the consonants. This is one kind of change that
has taken place word-finally in English words ending in [mb] and [gg], such as
bomb and long, where the spelling reflects the earlier pronunciation, though
the modern pronunciations are [bom] and [log]. This change is still spreading
in English, as word-final stops in clusters of [nd] are now being lost. Words
such as hand are often pronounced as [han] rather than [heend], especially
when there is a following consonant. Thus, handgrip is frequently pronounced
} by many people as [hangrip], not as [handgrip].

Cluster reduction has also occurred in the middle of many words in
English. Although the word government is derived from the root govern with
the following suffix -ment, the resulting cluster [nm] is normally reduced sim-
ply to [m]. So, instead of saying [gavonment], we normally just say [gavoment].
For many people, this is further reduced by syncope to [gavment], and conso-
nant cluster reduction sometimes again applies to produce [gaman]!

' 2.2.5 Haplology

Haplology is a kind of change that is rare and tends to be fairly sporadic in its
‘ application. This term refers to the loss of an entire syllable, when that syllable
is found next to another identical, or at least very similar, syllable. For some
reason, people find it difficult to pronounce sounds when they are near other
sounds that are identical or very similar. This is why people so easily make
mistakes when they try to say tongue-twisters such as She sells sea shells by
' the sea shore very quickly.
' Haplology is the process that is involved when we pronounce the word
‘ library as [laibii] instead of [laibiaii]. The word England [igglond] was origi-
nally Anglaland, meaning the land of the Angles. (The Angles were a group
of people who settled in Britain over 1,000 years ago, bringing with them the
ancestor of the modern English language.) The two last syllables in Anglaland
were reduced by this process of haplology, and now we have only one I in the
name England as a result.”

2.3 SOUND ADDITION

While lenition, particularly the total loss of sounds, is a common kind of
: sound change, you will also find that sounds are sometimes added rather than
dropped. On the whole, however, sound addition is rather rare, but there are
some environments (contexts) where it is quite common. In modern English,
you can see evidence of this kind of change taking place when we hear people
saying [sampOigk] instead of the more widespread [sam6iy] for ‘something’.
There are also examples such as [nouvp] ‘nope’ and [jep] ‘yep’ instead of [nou]
‘no’ and [jes] ‘yeah’, in which a final [p] has been added.
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Sound addition often takes place at the end of words with final conso-
nants, where many languages add a vowel. Many languages tend to have a
syllable structure of consonant plus vowel (represented as CV), allowing no
consonant clusters and having all words ending in vowels. If a language adds
a vowel to all words ending in a consonant, then it is moving in the direction
of this kind of syllable structure. So, for instance, when words in Maori are
borrowed from English, vowels are always added after consonants at the end
of the word and the words conform to the syllable structure of other Maori
words. Here are some examples from Maori. A similar process occurs in loan
words in Japanese.

Maori

ka:fe ‘calf’

ko:ti ‘court’
korofa  ‘golf’
kuki ‘cook’
mapi ‘map’

miraka ‘milk’

raiti ‘light’

There are lots of examples of this type of change in loanwords in the world’s
languages, but it’s also found in words that aren’t borrowed.

If you have two related languages, one of which has final vowels and
the other doesn’t, it can be hard to tell whether one language has undergone
apocope (Sec. 2.2.2) or whether the other language has added vowels to the
ends of words. One way to tell which change has happened is to look at the
types of vowels that occur at the end of the word. Can you predict what vowel
it will be? Is it always /a/? Is it always the same as the second-last vowel? If
so, that is good evidence that there has been an addition of vowels, not a
subtraction. (It’s not always suflicient evidence, and in some cases it might be
misleading, though.)

Some kinds of sound addition are known by specific names in the liter-
ature of historical linguistics. These terms, with examples of the process that
they refer to, are presented below.

2.3.1 Excrescence

EXCRESCENCE refers to the process by which a consonant is added between
two other consonants in a word. Although this change operates against
the general tendency in languages to produce consonant plus vowel syllable
structures, in that it creates even longer consonant clusters, it is nevertheless
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a fairly common kind of change. The insertion of [p] in the middle of the
cluster [m6] in the word, something that 1 mentioned earlier, is an example
of excrescence. Excrescence has also taken place in other words in the history
of English, and the added consonant is now even represented in the spelling
system:

English

*zumtig > empti ‘empty’

*9ymle > 6mmbl ‘thimble’

The excrescent stop that is inserted in these examples has the same point
of articulation (or is homorganic with) the preceding nasal in all of these
examples. The stop is added to close off the velum (which is open during the
production of the nasal) before going on to produce the following nonnasal
sound (i.e., a stop or a liquid). This is a very common change. Another
example is the Spanish word for hombre ‘man’, from Latin hominem (the [b]
in the Spanish form is excrescent).

A change known as occLusIVIZATION has occurred in Cypriot Arabic.
In this language, clusters of certain consonants and [j] have developed an
excrescent [k]. The following data are from Borg (1985:21):

Cypriot Arabic
*pjara > pkjara ‘wells’
*safje > safkje ‘ash water’
*6jep > Okjep ‘water’
*mefje > mefkje ‘walking (fem.)’

2.3.2 Epenthesis or Anaptyxis

The term EPENTHESIS (or anaptyxis)® is used to describe the change by which
a vowel is added in the middle of a word to break up two consonants in
a cluster. This change therefore produces syllables of the structure CV (i.e.,
consonant plus vowel), again illustrating the common tendency for languages
to avoid consonant clusters and final consonants. Speakers of some varieties
of English often insert an epenthetic schwa [a] between the final consonants
of the word [film] ‘film’, to produce [filom].

Epenthesis has also taken place in the history of Slavic languages. In the
following Ukrainian words, an epenthetic vowel has been inserted after the
liquid (data are from Blevins and Garrett 1998:522):

E
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Ukrainian
*dervo > dérevo ‘tree’
*soldi > sdélod ‘malt’
*gordi > hoérod ‘city’
*melko > molokéd ‘milk

2.3.3 Prothesis

PROTHESIS is another term used to refer to a particular type of sound
addition—the addition of a sound at the beginning of a word. In the Dra-
vidian language Kannada, for example, the words ondu ‘one’ and eradu ‘two’
have acquired prothetic consonants and are pronounced as [wondu] and
[jeradu], respectively.® In the Motu language of Papua New Guinea, when
a word began with an [a], a prothetic [I] was added before it, as shown by the
following examples:

Motu ’

*api > lahi ‘fire’ ‘
*asay > lada ‘gills of fish’

*au > lau ‘I, me’

2.4 METATHESIS

The change known as METATHESIS [me 'te6asis] is a fairly uncommon kind of
change. It does not involve either the loss or addition of sounds or a change
in the appearance of a particular sound; it is simply a change in the order of
the sounds. Someone mispronouncing the word relevant as “revelant” is an
example of spontaneous metathesis.

Metathesis has taken place in the history of some English words, and
the changed form has become accepted as the standard. The English word
bird [b3:d] was originally pronounced as [bud]. This then became [bud] by
metathesis, and this is the form that we still represent in our spelling system.
Of course, the sounds [11] have undergone further changes in some dialects to
become [3:]. In some dialects of English, such as American, Scottish, and Irish
English, the original [1] is still clearly pronounced, although other changes to
the vowel have occurred.

Metathesis doesn’t affect all sounds equally. It is particularly common
with liquids (that is, / and r sounds).
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Although metathesis is a rare sort of change, generally occurring in
only one or two words in a language, there are still some cases of regular
metathesis. In the Ilokano language of the Philippines, for example, there has
been fairly consistent switching of word-final [s] and initial [t], as shown by the
following comparisons with Tagalog, the national language of the Philippines
(which reflects the original situation):

Tagalog llokano

tapis sa:pit ‘cry’
tubus subut ‘redeem’
tigis si:git ‘decant’
tamis samgit  ‘sweet’

2.5 FUSION, FISSION, AND BREAKING
2.5.1 Fusion

Phonetic fusion is a fairly frequent kind of sound change, in which two
originally separate sounds become a single sound. The resulting single sound
carries some of the features of both of the original sounds. This is known as
FUSION.

Before I go on to give examples of fusion, I need to clarify what is meant
by the term FEATURE. “Feature” is a technical term as well as a regular English
word. All sounds can be viewed as being made up of a number of particular
features, which determine different aspects of the nature of the sound. The
sound [m], for instance, contains the following features (among others):'°

(m]

[+ consonantal]
[+ voiced]
[+ labial]

[+ nasal]
The sound [a], on the other hand, contains the following features:
EY

[— consonantal]
[+ voiced]
[+ low]
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When two sounds are changed to become one in the process of fusion,
some of the features of one sound and some of the features of the other sound
are taken and a new sound is produced that is different from both, yet which
also shares some features of both of the original sounds. I take an example
of a change of this type from French. French developed a set of nasalized
vowels from a former sequence of vowel + nasal. The actual changes involve
several stages, because in addition to the nasalization, there was a change in
the height of the vowel. The sequences are as follow:

*yn > *y > *5> @ (e.g., *yn > @ ‘one’)

*on > 5 (e.g., *bon > 5 ‘good’)

*in > * > £ (e.g., *vin > v§ ‘wine’)

*an > a (e.g., *blank > bla)

(The symbol ™ is known as a TILDE and is placed over the vowel to indicate
that the vowel is nasalized, with the air coming out through the nasal pas-
sage as well as through the mouth.) The generalization we can make here
is that

*YVowel + nasal > nasalized vowel

Expressing this in terms of features, we can say that the [— consonantal]
feature of the first sound has been kept, while the [+ nasal] feature of the
second sound has been kept, and a single new sound combining both features
has been created:

[— consonantal]

[+ nasal]

A second example of fusion can be quoted from the Attic Greek (the
dialects of Ancient Greek spoken in and around Athens). Examine the data

\

!

below:!! {
Attic Greek !

*g¥ous > hous ‘cow’ ,
*gVatis > hasis ‘going’ ;
*g“asileus > hasileus ‘king’ ‘
*leik“o: > leipo: ‘I leave’ [‘
*je:ekMar > hepar ‘liver’ ,}

In the pre-Greek forms, there was a [g] or a [k] with the feature
specification of velar stops. These were followed by a [w], which had the
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feature specification for a semivowel with lip rounding. In the Greek fused
forms, we find that the stop feature of the first sound has been taken along
with the bilabial feature of the second sound to produce a bilabial stop.
Thus, when there was an original voiced stop as in [g%], the fused sound
became the voiced bilabial stop [b], and when there was an original voiceless
stop as in [k%], the fused sound became the corresponding voiceless bilabial
stop, [p].

A particular type of phonological fusion can be referred to as cowm-
PENSATORY LENGTHENING. This kind of sound change is illustrated by the
following forms from Old Irish:!2

Old Irish
*magl- > mal ‘prince’
*kenetlo- > kene:l ‘gender’
*etno- > em ‘bird’
*ag-mo- > am ‘a moving back and forth’

What has happened here is that a consonant has been lost and “in com-
pensation” for this loss, a vowel has been lengthened. If we introduce the idea
of phoneme space as a feature of a sound, we can treat this kind of change
as another type of fusion. If each phoneme carries, among its collection of
features, a phoneme space (i.e., the actual space it occupies in a word), then
we could say that all features except this single feature of phoneme space can
be lost and only this one feature is fused with the features of the preceding
sound. This new sound therefore contains two features of phoneme space.
This is reflected in the change in the preceding examples from a short vowel
(i.e., one space) to a long vowel (i.e., two spaces).

2.5.2 Unpacking or Fission

FissiON is a phonetic process that is just the opposite of phonetic fusion. From
a single original sound, a sequence of two sounds may develop, each with
some of the features of the original sound. We saw earlier that, in French,
vowels followed by nasal consonants underwent fusion to become nasalized
vowels. It is also possible to find examples of languages in which the reverse
kind of change takes place. In Bislama (the variety of Melanesian Pidgin
spoken in Vanuatu), words of French origin that contain nasal vowels are
incorporated into the language by unpacking the vowel features and the nasal
features to produce sequences of plain vowels followed by the nasal consonant
[n]. Thus the French word for ‘truck’, camion (IPA [kamjd]), is borrowed as
[kamion], with [og] instead of a nasal vowel.
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Another example of fission has occurred in the Native American lan-
guage Yurok (Blevins 2003, §5), where glottalized consonants such as ’m, n
and ’r (among others) are syllabified as clusters of glottal stop +m, i, or r:

ke?.mow ‘food’

tfpe?.roj.ok® ‘I listen’

2.5.3 Vowel Breaking

In the change known as VOWEL BREAKING, a single vowel changes to become
a DIPHTHONG, with the original vowel remaining the same but with a glide
of some kind being added, either before or after it. When a glide is added
before the vowel, we call this an “on-glide”, but if a glide is added after the
vowel, we refer to this as an “off-glide”. One of the more noticeable features
of some varieties of American English is broken vowels. What is pronounced
in most dialects of English as [bad] ‘bad’ is pronounced by some Americans
as [bzad], or as [bazid], with an off-glide. One of the distinguishing features
of Barbadian English in the West Indies is the palatal on-glide before the
vowel [#]. Instead of pronouncing [ket] ‘cat’, people from Barbados say
[kjeet]."?

Vowel breaking is fairly common in the languages of the world. A good
example of a language apart from American English that has undergone
regular vowel breaking is the Kairiru language spoken on an island near
Wewak in Papua New Guinea:

Kairiru
*pale > pial ‘house’
*manuk > mian  ‘bird’
*namuk > niam  ‘mosquito’
*ranum > rian ‘water’
*lako > liak ‘go’

(Note that in these examples there is also evidence of apocope, or the loss of
the final vowels.)

2.6 ASSIMILATION

Many sound changes can be viewed as being due to the influence of one sound
on another. When one sound causes another sound to change so that the two
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sounds end up being more similar to each other in some way, we call this
ASSIMILATION. Since assimilation is by far the most common kind of sound
change, | present here a fairly detailed discussion of the various subtypes of
assimilation, along with numerous examples.

Before I do that, I need to define the concept of PHONETIC SIMILARITY. Two
sounds can be described as being phonetically more similar to each other after
a sound change if those two sounds have more phonetic features in common
than they did before the change took place. If a sound change results in an
increase in the number of shared features, then we can say that assimilation
has taken place.

As an example, take a word that contains a consonant cluster of the form
[np] in an imaginary language. The two sounds in this cluster each have the
following phonetic features:

(n] (p]

[+ voiced] [— voiced]
[+ coronal] [+ labial]

[+ sonorant] [— sonorant]

!

1‘ We could assimilate one, or two, or all of the features of one of these two
! sounds in the direction of the other. For instance, the [n] could lose its nasal
\ feature [+ sonorant] and replace it with the stop feature of the [p] next to it.
| This change would have the following effect:

*np > dp

If, instead of assimilating the nasal feature to the following stop, we were to
assimilate the place of articulation of the nasal to that of the following stop,
we would have the following change:

*np > mp

Finally, if the voiced feature of the nasal were to acquire the voicelessness of
the following stop, this change would show up as follows:

*np >np

(The [n] with a circle beneath it represents a voiceless alveolar nasal. Such a
sound is rare in the world’s languages, and the last change that I referred to
would be less likely to occur than the previous two changes.)

The changes that I have just presented all involve the assimilation of only
a single feature. It is, of course, possible to assimilate two features at a time,
asin the following examples:

R
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*np > bp
(keeping only the voicing of the nasal, but assimilating it to the following
sound, both in its manner of articulation and its place of articulation)
*np > tp
(keeping only the alveolar place of articulation of the nasal, but assimilating it
to the following [p] both in its voicelessness and in its manner of articulation)
*np > mp
(keeping only the nasal feature, but assimilating it to the [p] in its voicelessness,

as well as in its place of articulation)

All of these changes are examples of PARTIAL ASSIMILATION, because the
changed sound always retains at least one of the original features by which it is
distinguished from the unchanged sound. If all of the features are changed to
match those of another sound, then the two sounds end up being identical and
we produce a GEMINATE (or phonetically double) sound. When assimilation
produces geminate sounds in this way, we can speak of TOTAL ASSIMILATION.
In the case of the cluster [np], an example of total assimilation would be a
change of [*np] to [pp].

There is yet another dimension that we should discuss regarding this kind
of assimilation. All of the examples that I have just presented are what are
called REGRESSIVE ASSIMILATION. This means that the “force” of the change
operates “backward” in the word—that is, from right to left. It is the features
of the following [p] in all of the examples given that influence the features of
the preceding [n], which is why we call this regressive assimilation. This kind
of assimilation can be represented in the following way:

A<B

(The symbol <« indicates the direction of the influence of one sound over the
other.)

There is, of course, a second possibility, in which the direction of the
change is reversed, and it is the preceding sound that exerts its influence over
the sound that follows it. This kind of situation could be represented by the
symbol facing forward in the word like this:

A=B

Such a situation, in which the features of a following sound are changed
to match those of a preceding sound, is called PROGRESSIVE ASSIMILATION.
Of the two types of assimilation, regressive assimilation is by far the more
commonly encountered in the world’s languages, although progressive assim-
ilation does also occur.
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If we take the same cluster [np] and this time treat the [n] as the influenc-
ing sound rather than the [p] as before, we find that the following changes can
all be regarded as examples of partial progressive assimilation:

*np > nb (with assimilation of voicing)

*np > nt (withassimilation of place of articulation)
*np > nm (with assimilation of manner of articulation)
*np > nm (keeping only the voiceless feature of the [p])
*np > nm (keeping only the bilabial feature of the [p])
*np > nd (keepingonly the stop feature of the [p])

Progressive assimilation can be total, as well as partial, so there is also
the following final possibility:

*np > nn (keeping none of the features of [p])

With two sounds that have only three different features each, you can
see that there are 14 possible changes that can all be classed as assimila-
tory. This concept therefore covers a wide range of possible sound changes,
and as I said at the beginning of this section, most sound changes that
take place in the languages of the world involve assimilation in one way or
another.

Rather than continuing to talk about assimilation in the abstract as I have
been doing, I now give concrete examples to show how this process works. Let
us look at the history of some words in the Karnic languages of the Lake Eyre
Basin in Australia (data are from Austin 1990):

Yawarrawarrka Yandruwandha Diyari

‘language’ patpa parlpa —

‘eyebrow’  pitpa pirlpa pirlpa
‘hole’ witpa — wirlpa
‘whistle’  witpi — wirlpi

Yandruwandha and Diyari show the unchanged forms of the words,
while in Yawarrawarrka the lateral has become a stop in these clusters.
That is, the stop feature from the [p] has been copied by the previous
consonant.

As I have already mentioned, progressive assimilation is much less com-
mon than regressive assimilation and examples are much harder to find. How-
ever, in the history of Icelandic, the following are examples of very regular
total progressive assimilation:
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Icelandic
*findan > finna ‘find’
*quld > gull ‘gold’
*hald > hall ‘inclined’
*munf > munn ‘mouth’
*unfan > unna ‘love’

Examples of partial assimilation are more common than examples of
complete assimilation. Partial assimilation can involve a wide range of pos-
sibilities, as we have already seen, with the changes involving the place of
articulation (including the high, low, front, and back features of vowels, as
well as the features referring to the place of articulation of consonants),
manner of articulation (whether stop, fricative, nasal, lateral, and so on),
and voicing (whether voiced or voiceless). Assimilation may also involve any
combination of these various features.

Assimilation of place of articulation is a common change. You can see
the results of this change in modern English with the varying forms of the
negative prefix [mn-] ‘in-". This is normally pronounced with the variant [1m-]
before bilabial consonants, [1)-] before velars, and [mn-] before all other sounds
(including vowels), as in the following:

m-dovizob]  ‘indivisible’
m-bzlns ‘imbalance’
n)-konsidosot  ‘inconsiderate’

m-admisab]  ‘inadmissible’

The [n] has assimilated in its place of articulation to the following
consonant—that is, the alveolar feature has been replaced with the feature
for the place of articulation of the following sound when the next sound is
bilabial or velar.

The change that is known as PALATALIZATION is also an assimilatory
change. By this change, a nonpalatal sound (i.e., a dental, an alveolar, a
velar, and so on) becomes a palatal sound, usually before a front vowel such
as [i] or [e] or before the semivowel [j]. Sounds that we can class as palatal
include the palatoalveolar affricates [tf] and [d3] and the sibilants [[] and
[3] (as well as some other consonants that are less common). This change
can be described as assimilatory because the palatal feature of the vowel
(the fact that it is front rather than back) is transferred to the neighboring
consonant.

One good example of palatalization is the change from [t] to [tf] before
the vowel [i] in many dialects of Fijian. For example, where Standard Fijian
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has [tinana] ‘his/her mother’, many of the local dialects have palatalized the
initial consonant to produce [tfinana]. There are examples of palatalization
having taken place in the history of English, too. The velar stops [k] and [g]
became palatalized to [tf] and [j], respectively, when there was a following
front vowel, as shown by the following examples:

English
*kinn > tfin ‘chin’
*keisi > tfiz ‘cheese’
*geldan > ji:ld ‘yield’
*gearn > jam ‘yarn, thread’

(Note that the change of [g] to [j] probably involved palatalization of [g] to
[d3] first, and then the [d3] underwent lenition to [j].)

Sometimes, a palatal that is produced as a result of this kind of assimila-
tion can undergo lenition to become [s]. For example, in Motu in Papua New
Guinea, [t] has shifted to [s] in a similar kind of palatalizing environment to
that described above for Fijian, even though [s] is a postalveolar sound rather
than a palatal sound. Note the following examples:

Motu
*tama > tama ‘father’
*tagis > tai ‘ery’
*tubu > tubu ‘grandparent’
*topu > tohu ‘sugarcane’
*tolu > toi ‘three’
*tina > sina  ‘mother’
*qate > ase ‘liver’
*mate > mase ‘die’

In addition to assimilation involving changes in the place of articulation,
changes in the manner of articulation of a sound to make two sounds pho-
netically more similar to each other are also common. In the Warluwarra
language of northern Queensland (in Australia), Proto-Warluwaric *g has
become [y]. For example, the word for ‘one’ is yarryulila (a cognate word
in Yanyuwa, a related language, is yarrgu). Proto-Warluwaric *milga ‘side’
is milya in Warluwarra. The velar stops in these examples have changed to
become voiced fricatives at the same place of articulation. This can be viewed
as the assimilation of two of the features of the original stops to the features
of the surrounding segments.
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Another common type of change that can also be viewed as a spe-
cial kind of assimilation is the change called FINAL DEVOICING. Sounds
at the end of a word, especially stops and fricatives (but sometimes also
other sounds, even vowels), often change from being voiced to voice-
less. In German, the devoicing of final stops has been very regular, for
example:

German
*baid > ba:t ‘bath’
*taig > tak ‘day’
*hund > hunt ‘dog’
*land > lant ‘land’
*gah > gap ‘gave’

In a case like this, the voiced feature of the original sound is changed to
voiceless to match the voicelessness of the following silence at the end of the
word. This can also be thought of as a type of fortition.

There is a further aspect to assimilation that I have not yet touched
on. This is the contrast between what we call “immediate assimila-
tion” and “assimilation at a distance”. In the examples of assimila-
tion that I have presented so far, it has always been a case of one
sound being influenced by the sound either immediately preceding or
immediately following it. These are, therefore, all examples of immediate
assimilation.

In the case of assimilation at a distance, however, a sound is influenced
by another sound not immediately to the left or the right of it, but further
away in the word, perhaps even in another syllable altogether. In the Southern
Highlands of Papua New Guinea, when speakers of the Huli language adopt
the Tok Pisin word piksa ‘picture’ into their language, it is sometimes pro-
nounced by older people as [kikida] rather than [pikida] as we might expect.
What has happened is that the [p] of the first syllable has assimilated (at a
distance) in place of articulation to the [k] of the second syllable. Another
example of this is the English word orang utan, which is pronounced by
many people as [oray utan], with two velar nasals instead of an alveolar
nasal.

Sometimes assimilation at a distance like this is a very regular feature of a
language, and some type of assimilation may even apply over an entire word.
When this happens, we call this HARMONY. Many languages have what we call
VOWEL HARMONY, which means, basically, that there is assimilation of one (or
more) features of one vowel to some (or all) of the other vowels in the same
word. To see how this works synchronically, consider the following Turkish
words:

r
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tavuk -lar ‘chickens’
ayl -lar ‘bears’
ev -ler ‘houses’

kopek -ler ‘dogs’

If the noun ends in a back vowel, the form of the plural ending is -lar, but if
the stem ends in a front vowel, the pluralis -ler instead.

Sometimes you will find harmony involving features other than just vowel
features. In the Enggano language (spoken on an island off the coast of south-
ern Sumatra in Indonesia) there has been a change that we refer to as NASAL
HARMONY. In this language, all voiced stops in a word became homorganic
nasals and all plain vowels became the corresponding nasal vowels following
any nasal sound in a word. So:

Enggano

*honabu > honama  ‘your wife’
*ehfkua > ehfkna ‘seat’

*etitada?a > en?anara ‘food’

One special kind of vowel harmony goes under the name of uMLAUT. This
term is most frequently used in Germanic languages to refer to the fronting of
a back vowel or the raising of a low vowel under the influence of a front vowel
in the following syllable. Often, the following high front vowel that caused the
change to take place in the first place was then dropped in these languages
(by apocope) or reduced to schwa. Thus, the new front vowel became the only
way of marking the difference between some words. The irregular singular and
plural pairs of words such as footlfeet in English are the result of such vowel
harmony, or umlaut. The original singular form was [fo:t], and its plural was
[fo:t-i]. The [0:] was later fronted to the front rounded vowel [¢:] under the
influence of the following front vowel [-i] in the plural suffix, so the plural
came to have the shape [fg:t-i]. Later, the vowel of the suffix was dropped, and
the front rounded vowel of the root was unrounded to become [e:]. So, while
the singular was [fo:t], the plural had become [fe:t]. It was this alternation
between [fo:t] and [fe:t] that was the source of the modern irregular pair
JSootlfeer. (This kind of umlaut in the history of English is described in more
detail in Sec. 4.3.)

2.7 DISSIMILATION

Now that we have studied at length the concept of assimilation, it should be
a relatively simple matter to grasp the concept of dissimilation. This process

-
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is precisely the opposite to assimilation. Instead of making two sounds more
like each other, DISSIMILATION means that one sound changes to become less
like some other nearby sound. Dissimilation, therefore, reduces the number
of shared phonetic features between two sounds.

I have already mentioned in this chapter the difficulty that we have with
tongue-twisters: if you say these fast enough, you will sometimes find yourself
dropping out sounds that are similar to each other when they occur frequently
in the same sentence. Another thing that happens when we say tongue-twisters
is that we tend to make sounds more distinct from nearby sounds than they
are supposed to be. If you say Peter Piper picked a peck of pickled peppers
frequently, the chances are that you will end up saying “peckers” instead of
“peppers.” This would perhaps be partly a case of the [p] in the word ‘peppers’
assimilating at a distance to the [k] in words such as ‘picked’ and ‘peck’, but
at the same time the [p] is probably dissimilating from the other [p] sounds
that are found near it in the same word. ‘

I will mention one very famous example of dissimilation here, because
it is frequently encountered in textbooks of historical linguistics, where it
is often referred to as GRASSMANN’S Law. This sound change, first recog-
nized in 1862 by the German scholar Hermann Grassmann, took place
both in the ancient Sanskrit language in what is now India and in the
ancient Greek language. In both languages, there was a phonemic contrast |
between aspirated and unaspirated stops. However, when two syllables fol-
lowed each other and both contained aspirated stops, the first of these lost
its aspiration and became unaspirated. So, in Sanskrit, the earlier form
[*bho:dha] ‘bid’ became [bo:dha], and in Greek, the form [*phewtho] with the
same meaning became [pewtho]. This is clearly a case of dissimilation at a
distance.

An example of immediate dissimilation (rather than dissimilation at a dis-
tance) can be found in Afrikaans, the language of one of the two major tribes
of Europeans in South Africa (the other being English speakers). Observe the
following changes:

Afrikaans
*sxomn > skomn ‘clean’
*sxoudor > skouor ‘shoulder’
*sxeelt > skeelt ‘debt’

In the original forms, there was a sequence of two fricative sounds: [s] and
[x]. In Afrikaans, the fricative [x] changed to a stop at the same place of
articulation—[k]—so that there would no longer be two fricatives next to
each other. Thus, the [x] dissimilated in manner of articulation to [k] from
the fricative [s].
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2.8 TONE CHANGES

One area of sound change which often gets forgotten is change in nonseg-
mental aspects of phonology, such as tone. But languages change in this
area, too, just as segmental sounds like consonants and vowels change. TONE
LANGUAGES use the pitch of the vowel to signal differences in meaning. Tone
languages are found in North America, Papua New Guinea, Africa, and Asia.
There are two main ways in which tone arises in languages. The first is a
type of reanalysis. The second is borrowing of the category of tone from a
neighboring language.

In the first case, in order to understand how tone arises, you need to
know a bit of phonetics. You know, of course, that when people speak,
their voices have different pitches. Some people have naturally higher voices
than others, and of course people modulate their voices when they speak.
However, there are also differences in the pitches of vowels in certain contexts.
Many of these are automatic; we don’t pay attention to them because they
are conditioned by the environment the sounds occur in. For example, the
natural pitch of a vowel following a voiced consonant is lower than the
natural pitch of a vowel following a voiceless consonant. Figure 2.1 shows
the pitch of a vowel immediately following a [p] and a [b], and the pitch 100 ms
following.

Now, remember from sec.2.5 that features can sometimes be reinter-
preted. We've seen examples already where a feature has been reinterpreted
because of its surrounding environment. In this case, what seems to have
happened is that the automatic raising or lowering of a vowel’s base pitch is
reinterpreted as meaningful. If the triggering environment of voicing is wiped
out, all that is left is the pitch difference on the vowel. What started as an
automatic alternation is reinterpreted by subsequent generations as part of
the phonology of the language.'

I mentioned that voiceless consonants can be reinterpreted as high tone
when they precede the vowel in question and that voiced consonants pro-
duce low tone. But there is more to tone difference than this. In particular,
many languages have CONTOUR TONES (such as tones that start high and
fall to a low pitch, or tones that start low and the pitch rises over the
syllable). The presence of a consonant in the coda of the syllable can also
raise or lower pitch. In particular, coda glottal stops [?] cause pitch rais-
ing (and therefore rising tones), and fricatives, particularly [h], cause falling
tones.

Many tone systems are not purely pitch systems but also have particular
phonation types associated with them. For example, one of the Vietnamese
low tones occurs on vowels with breathy voice, and creaky voice often causes
falling pitch. PHONATION TYPE, like initial consonant voicing, also plays a
role in vowel pitch. In fact, some have argued that phonation type is more
important in the creation of tone than voicing is.

R
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FIGURE 2.1 Average fundamental frequency values (Hz) of vowels following
English stops (from Hombert et al. 1979: 39).

The second way that tone arises in languages is when they borrow the
categories of tone from another language its speakers are in contact with.
Tone occurs in areas. (I talk more about areas in chapter 14.) It is often
argued that tones in Southeast Asian languages spread from Southern Chi-
nese varieties into Tai-Kadai languages. However, the details of how a cate-
gory like tone can be borrowed are complex. In some cases, lots of words are
borrowed with their tones, which leads to the adoption of tone patterns in
other vocabulary. In other cases, it appears that the patterns themselves are
borrowed.

Tones may change over time. Like other types of sounds, they may merge
and split, and these mergers and splits may be conditioned by environment
or they may happen everywhere. For example, in Saigon Vietnamese, the
low-falling and high-falling tones have merged into a single falling tone.
(Thurgood [2002] and the references there provide more information about
this subject.)

2.9 UNUSUAL SOUND CHANGES

In this chapter, I present a wide range of types of sound changes that you
will come across in languages of the world. You have now seen examples
of all of the most common types of change. However, there are numerous
examples of sound changes in language that would appear, at first glance,
not to obviously fit into any of the categories that I have set out above. For
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instance, take the French word cent ‘hundred’, which is pronounced [sa]. This
ultimately goes back to a form that can be reconstructed as [kmtom] (with
the first [m] being a syllabic nasal—that is, a nasal that can be stressed in the
same way as a vowel).!> How can the change from [kmtom)] to [si] possibly be
described in terms of the types of changes that we have been looking at in this
chapter?

The answer to this question comes in the observation that, while the
differences between these two forms might appear to be immense (and there-
fore unlikely), we can usually reconstruct various intermediate steps between
the two extreme forms that appear to represent quite reasonable sorts of
changes. Let us imagine that the change from [kmtom] to [sa] in fact took
place through the following series of steps over a very long period of time:

*kmtom > kemtom
(unpacking of features of syllabic and consonant to two separate sounds)
kemtom > kentom
(regressive assimilation of [m] to [t] in place of articulation) kentom > kent
(loss of final unstressed syllable)'®
kent > cent
(palatalization of [k] to [c] before front vowel)
cent > sent
(lenition of stop to fricative)
sent > sét
(fusion of features of vowel and nasal to produce nasal vowel)
sét > st
(lowering of vowel)
sdt > s3

(loss of final consonant)

Sometimes we find that an individual sound has changed in a rather
unusual way. Although we should keep in mind the types of sound changes
described in this chapter as being somehow more likely to occur than other
kinds of sound change, students of languages will always come up against
rare changes. For example, Proto-Algonquian *6 and */ fall together in some
environments and can be reconstructed as *r to Proto-Eastern Algonquian
(Goddard 1982: 21).!7

For instance, in some languages—including Trukese—there have been
regular changes of [t] to [w], and in the Mekeo language (spoken in the Central
Province of Papua New Guinea), there has been a change of both [d] and
[1] to the velar nasal [g]. This latter change is illustrated by the following
examples:
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Mekeo

*dua > pua ‘two’

*dau > pagau  ‘leaf’

How might we account for such changes? Again, it is possible to suggest
a series of more reasonable intermediate stages that have left no trace. The
Trukese change of [t] to [w] may have passed through the following stages, for
example:

(t] > [6] > [f] > [v] > [w]

Similarly, the Mekeo change of [d] and [l] to [5] may have gone through
the following steps:

(d]> 1] > [n] > [v]

However, while in some cases there is evidence for intermediate stages in the
change, in other cases there is no evidence for breaking down the change into
intermediate steps.

Given a sufficient period of time, any sound can change into any other
sound by a series of changes such as those discussed in this chapter. It is
partly for this reason that the reconstruction of the history of languages by the
method described in this volume has not really been able to go back further
than about 10,000 years. Any changes beyond that time would probably be
so great that, even if two languages were descended from a common ancestor,
time would have almost completely hidden any trace of similarities that the
languages may once have had.'®

Reading Guide Questions

1. What is lenition?

2. What is rhotacism?

3. What is cluster reduction?

4. What is the difference between apocope and syncope?

5. What is the difference between haplology and metathesis?

6. What is the difference between excrescence and epenthesis?

7. What is the difference between aphaeresis and prothesis?

8. What is phonetic fusion?

9. What is meant by compensatory lengthening?
10. What is the difference between phonetic unpacking and vowel breaking?
11. How is assimilation different from dissimilation?
12. What is the difference between partial and complete assimilation?
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13. What is the difference between assimilation at a distance and immediate
assimilation?

14. What is palatalization, and how can this be viewed as assimilation?

15. What is final devoicing, and how can we view this as assimilation?

16. What is vowel or consonant harmony?

17. What is meant by the term “umlaut”?

18. What is Grassmann’s Law? What sort of sound change does this involve?

19. How does high tone develop?

Exercises

1. Some of the phonetic changes described in this chapter can be regarded as
belonging to more that one of the named categories of changes. For instance,
final devoicing was described in sec. 2.6 as a kind of assimilation, while
devoicing in general was described in sec. 2.1 as lenition, or weakening. Can
you find any other kinds of sound change that can be described under two
different headings?

2. What do you think the spelling of the following words indicates about the
phonetic history of English: lamb, sing, night, rough, stone, mate, tune,
Christmas. Describe any changes that might have taken place in terms of the
kinds of sound changes described in this chapter.

3. Many place names in England have spellings that do not reflect their actual
pronunciations. From the following list, suggest the kinds of phonetic
changes that may have taken place as suggested by the original spellings:

Cirencester [sista)

Salisbury [snlzbii]
Barnoldswick [ba:lik]
Leicester [lesta]
Chiswick [tf1z1k]

Cholmondely [tfamli]

Gloucester [glnsta]

4. Speakers of English for whom English is their first language pronounce the
following words as shown:

society  [sosalati]
social [soufal]
taxation [tekseifon]

decision  [dosizon]
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Papua New Guineans speaking English frequently pronounce these words as
[sosarati], [ foufal], [tek[erfon], and [dafizen], respectively. What kind of
phonetic changes do these pronunciations involve?

5. The following changes have taken place in Romanian. Should we describe
these changes as phonetic unpacking or as vowel breaking? Why?

*pote > pwate ‘heisable’
*porta > pwarte ‘door’
*mokte > nwapte ‘night’
*flore > flwara ‘flower’
*ora > wara  ‘hour’
*eska > jaske  ‘bait’
*erba > jarho  ‘grass’

6. The following changes took place in some dialects of Old English. Should we
describe these as phonetic unpacking or as vowel breaking?

*kald >  keald ‘cold’

*erda >  eorda ‘earth’

*lirnjan > liornjan  ‘learn’ |
*melkan > meolkan ‘milk’

7. In the following data from the northern dialect of Paamese (Vanuatu), why
do we say that assimilation has taken place? What particular kind of
assimilation is involved?

*kail > Kkeil ‘they’
*aim > eim ‘house’
*haih > heih  ‘pandanus’
*auh > ouh ‘yam’
*sautin > soutin ‘distant’
*haulu > houlu ‘many’

has taken place?

*hentak > ottak

*kimpal > hippal
*cintak > sittak
*cigkep > sikkop
*pintu > pittu

. In the following data from Toba Batak (Sumatra), what kind of assimilation

‘knock’

‘lump of earth’
‘draw sword’
‘enough’

‘door’
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. In the following Italian data, what kind of assimilation has taken place?

noktem > notte ‘night’
faktum > fatto ‘done’
ruptum > rotto  ‘broken’
septem > sette  ‘seven’
aptum > atto  ‘apt’
somnus > sonno ‘sleep’

In the following Banoni forms, there is evidence of more than one pattern of
assimilation having taken place. What are these patterns?

*manuk > manuya ‘bird’

*kulit > yuritsi  ‘skin sugarcane’
*jalan > sanana ‘road’

*tanis > tapisi  ‘cry’

*pV¥ekas > beyasa ‘feces’

*boRok > boroyo ‘pig’

. Old English had a causative suffix of the form [-j] and an infinitive suffix of

the form [-an], both of which have been lost in Modern English, and their
original functions are now expressed in different ways. Examine the pair of
words below from an earlier stage of English:

drink-an ‘to drink’

drank-j-an ‘to cause (someone) to drink’

The modern words drink and drench, respectively, evolved from these two
words. What sort of change has been involved to derive the final consonant
of drench?

. In the Marshallese language of Micronesia, the following changes have taken

place:

*matapa > medan  ‘his/her eye’
*dam%¥apa > demwan ‘his/her forehead’
*masakit > metak ‘pain’

*madralis > metal ‘smooth’
*sakaRu > tekaj ‘reef’

*madama > meram ‘light’
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How would you characterize the changes that have affected the vowels in
Marshallese?

13. In Dataset I, a series of sound changes in Palauan is presented. Try to
classify these changes according to the types of sound change discussed in
this chapter.

14. Examine the forms in Nganyaywana in Dataset 2. The original forms are
given on the left. Try to classify the changes that have taken place.

15. Refer to the forms in Mbabaram in Dataset 3. Try to describe the kinds of
changes that have taken place.

16. From the data in Yimas and Karawari given in Dataset 4, what kinds of
changes would you say had taken place in each of these two languages?

17. Assume that in some language, the following sound changes took place.
These changes all appear to be quite abnormal in that there is no simple
change of features from one stage to the other. Can you suggest a succession
of more reasonable sounding intermediate steps to account for these unusual
results?

*b > h
¥ > |
*k > r

*k > s

\"
€

*p

S|

\"

*k

Vv

*y

Y
*s
*s

el

vV V V V V
-

*b

18. Can we argue that there is some kind of “conspiracy” in languages to
produce CV syllable structures? What kinds of sound changes produce this
kind of syllable structure? What kinds of sound changes destroy this kind of
syllable structure?

19. In the Rotuman language (spoken near Fiji) words appearing in citation (i.e.,
when the word is being quoted rather than being used in a sentence) differ in
shape from words that occur in a natural context. Some of these different
forms are presented below. Assuming that the contextual forms are
historically derived from the citation forms, what sort of change would you
say has taken place?
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Citation Form Contextual Form

laje laej ‘coral’
kami kaim ‘dog’
rako raok ‘learn’
maho maoh ‘get cold’
tepi teip ‘slow’
hefu heuf ‘star’
lima liam “five’
tiko tiok ‘flesh’
hosa hoas ‘flower’
mose moes ‘sleep’
pure puer ‘rule’

20. In Bislama (Vanuatu), the word for ‘rubbish tin’ is generally pronounced as
[pubel]. Some speakers pronounce this in Bislama as [kubel]. What sort of
change is involved here?

21. Compare the forms in Standard French and the French that is spoken in
rural Québec in Dataset 12. Assuming that the Standard French forms
represent the original situation, what kinds of changes have taken place in
the French that is spoken in Québec?
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CHAPTER 3

y -

Expressing Sound Changes

3.1 WRITING RULES

When reading the literature of the history of sound changes in languages, you
are almost certain to come across various rules written by linguists to express
these changes. You will therefore need to know how to write and interpret
such rules. This short section of the chapter tells you how to read and write
rules.'

When a sound undergoes a particular change wherever that sound occurs
in alanguage, we refer to this as an UNCONDITIONED SOUND CHANGE. Compar-
atively few sound changes are completely unconditioned, as generally there
are at least some environments (however restricted) in which the change does
not take place or in which perhaps some other changes occur. One example
of a completely unconditioned sound is that found in the Motu language of
Papua New Guinea, where there has been an unconditioned loss of earlier [1],
as shown by the following forms (other changes have taken place too, as you
can see):

Motu
*asan > lada  ‘gills of fish’
*tapgis > tai ‘cry’
*agin - > lai ‘wind’
*talipa > taia  ‘ear’

55
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Similarly, in Hawaiian there was an unconditioned change of [t] to [Kk],
and another of [g] to [n], as shown by the following forms:

Hawaiian
*tapu > kapu ‘forbidden’
*tani > kani ‘ery’
*tagata > kanaka ‘man’
*putu > nuku ‘mouth’
*tolu > kolu ‘three’

Unconditioned sound changes such as these are the simplest histori-
cal changes to express in terms of formal rules. The earlier form is given
on the left and the later form on the right, with the two being linked
by an arrow. So, the Hawaiian changes just described can be expressed
simply as:

* > k

*U > n
The Motu change involving the loss of the velar nasal can be expressed as:
p > o

(The symbol @ represents the absence of any sound.)

A great many sound changes only take place in certain phonetic envi-
ronments rather than in all environments in which the sound occurs. Such
changes are referred to as CONDITIONED SOUND CHANGES, Or sometimes as
COMBINATORY SOUND CHANGES. Most of the sound changes that you saw in
chapter 2 were conditioned sound changes. A sound change can be condi-
tioned by a great range of different types of environments. Factors to consider
include the position of the sound in a word (whether it is initial, final, or
medial), the nature of the preceding and following sounds, the position of
stress, whether or not the syllable is open, or perhaps some combination of
such conditioning environments.

If a change takes place only in a specific phonetic environment, this envi-
ronment is written following a single slash (/). The location of the changing
sound with respect to the conditioningenvironment is indicated by a line (__).
If a change takes place before some other sound, then the line is placed before
the sound that conditions the change; if a change takes place after some other
sound, then the line follows the conditioning sound. Some examples of rules
expressing conditioned changes that we have looked at, with their expressions
in words, are given here:
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*t > s/_ Vi [t] became [s] before front vowels (in Motu)
*x > k/s__ [x] became [k] after [s] (in Afrikaans)

*p > v/V_V [p] became [v] between vowels (in Banoni)

The symbol V is the standard symbol to express any unspecified vowel.
Similarly, any unspecified consonant is expressed by the symbol C.

To express the fact that a change takes place word-finally or word-
initially, we use the symbol # to represent the beginning or end of a word,
as follows:

*p > wi/#__ initial [p] became [w] (in Uradhi)

Cyoiced > Cuoicetess | __ # final voiced consonants became voiceless
(in German)

\% > ol __ # word final vowels were deleted (in Southeast
Ambrym)

Elements that are optional (i.e., whose presence or absence does not affect
the application of the rule) are placed in round brackets. Thus:

V >/ Vusa (C) . vowels were nasalized after nasal vowels, whether or not

there is an intervening consonant (in Enggano)

When there are two different sets of sounds involved in a change, this
can be represented by placing the sounds one above the other in curly brack-
ets. The Enggano nasal harmony rule described in sec.2.6 can actually be
described more fully in the following way:?

- \ - Vnasal / vnasal (C)_
voiced stop Nasal  Nasal

A vowel or voiced stop became a nasalized vowel or a nasal consonant,
respectively, when there is a preceding nasal vowel or nasal consonant.

Also, the change in Motu involving palatalization (and subsequent
lenition) that I described earlier can be alternatively expressed as:

*t>S/_{il
€

[t] became [s] before [i] or [e]

Although this is an alternative formulation for the change in Motu,
it is considered to be a less “elegant” statement because it misses the
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generalization that the conditioning environment is the class of non-low front
vowels.

Rules should always be stated in as general a way as possible, without
being too general. They are meant to be interpreted literally, so they should
not point to changes that did not actually take place. So, while it is true to say
that both [i] and [e] are unrounded vowels, we cannot represent this change in
Motu as follows:

*t>s [/ __ Vunrounded

This would be incorrect because [a] is also an unrounded vowel and the
change of [t] to [s] did not take place before [a]. Your rules need to cover
all the sounds in the environment that undergo the change, but the rule must
also exclude examples where the change did not occur.

3.2 ORDERING OF CHANGES

When a language undergoes a whole series of sound changes, it is sometimes
possible to reconstruct not only the changes themselves but also the order
in which the changes took place. Let us examine the following data from

Hawaiian:?
Hawaiian
*tani > kani ‘ery’
*Pato > ako ‘thatch’
*takele > karele ‘back of canoe’
*aka > ata ‘root’
*pito > piko ‘navel’
*paki > pa?i ‘slap’
*tapu > kapu ‘forbidden’
*tagata > kanaka ‘man’
*isu > ihu ‘nose’
*sika > hi?a ‘firemaking’

This set of data reveals that the following unconditioned changes have

taken place:
* > k
*k > 7
*l:] > n
*s > h
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Of these four changes, we can say something about the order in which
they applied. To begin, let us check the first two sound changes to see if we
can decide whether [t] shifted to [k] first, or whether [k] first shifted to [?]. If
we were to assume that the [t] first shifted to [k] and that the other shift of [k]
to [?] took place after this, then changes like the following would have taken

place:

*takele > kakele ‘back of canoe’
*pito > piko  ‘navel
*tapu > kapu ‘forbidden’

If [k] then shifted to [?], these words would also have changed as follows,
along with all of the other words that contained [k]:

*kakele > ?Pa?ele ‘back of canoe’
*piko > pi?o  ‘navel
*kapu > 7Papu ‘forbidden’

The forms [?a?ele], [pi?o], and [?apu], however, are not the correct forms
in Hawaiian, as these words should contain the [k] sound rather than glottal
stops. So we must conclude that at the time that [k] shifted to [?] in Hawaiian,
there must still have been a distinction between [k] and [t], otherwise all
original [k] and [t] would have ended up as [?]. If we were to assume that
these two changes applied in the opposite order, then we would get the correct
results:

Protolanguage Stage 1 *k >? Stage 2 *t >k Modern

Hawaiian
*takele ta?ele ka?ele ka?ele ‘back of canoe’
*aka a?ta a?a ‘root’
*pito piko piko ‘navel’
*paki pa?i pa?i ‘slap’
*tapu kapu kapu ‘forbidden’

We can represent this by placing one rule over another and linking the two in
the following way:

K >
> k

But what about the other changes that have taken place? Can we say
anything about whether these changes took place before or after (or between)
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the two changes that we have just looked at? In fact, we can only come to
conclusions about the ordering of sound changes when the changed sound,
or the sounds involved in the conditioning of a change, actually overlap
in some way. In the shift of [t] to [k] and the shift of [k] to [?], we were
able to say something about the ordering of the two rules because the
symbol [k] appears somewhere in the statement of both of these changes.
In the Hawaiian data presented here, there were also two other changes
involved:

*n > n
*s > h

None of the symbols in these two rules appear in the statements for either
of the changes that I have just been describing. As there is no overlap between
the symbols involved in the statement of any of these rules, we cannot come
to any conclusion about the ordering of these rules. It does not make any
difference whether we apply these two rules first, last, or between the other
rules: the end results will not be affected in any way. Historically, of course,
these two changes must have applied at some period, either before the change
of [k] to [?] or after it, or perhaps at the same time as that change. However,
on the evidence that we have, there is no way that we can find out when these
other changes took place.

In listing the full set of changes for this set of data in Hawaiian, we can
indicate the fact that there is no evidence that a particular change is ordered
either before or after any other change simply by not linking them as we did
above. So, the ordering of these four changes could be equally represented in
any of the following ways:

(*k>?*k>?*g>n
* > k| * > h * > h
*y > n \* > k [(*k > ?
*s > h *y > n \*t > k

In fact, it does not matter in what order you write the rules for these changes,
as the only changes that are linked in time are those that are marked with the
special symbol that is used for indicating the ordering of sound changes. The
placement of any other changes among a set of changes is purely a matter of
convenience.

Let us now look at a more complicated example, in which conditioned
sound changes are involved. The data come from the Banoni language of
Bougainville (an autonomous region of Papua New Guinea):*

ﬁ'
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*paran Payana ‘add meat to staple’

Banoni

*koti > kot[i ‘cut’
*tina > tfina ‘mother’
*puti > putfi ‘pull out’
*mata > mata ‘eye’
*mate > mate ‘die’

>

>

*Kulit yuritfi ~ ‘skin sugarcane’

The sound changes that I will look at are the following:

*t> tj/_ Vhigh

i i
e e
*0 a¢/ ta Cc#
0 0
u u

The first rule changes [t] to [t[] before the high vowels [i] or [u]. The second
rule involves the addition of a harmonizing vowel after a consonant at the
end of a word. (Some other changes are indicated in these data, but they will
be ignored at this point.)?

The question that you should ask yourself is: Can these two changes be
ordered with respect to each other? According to what 1 said earlier, if two
changes involve some common sound, either in the changing sounds or in the
conditioning sounds, then we can test to see which applied first. Since these
two rules both involve the symbol V referring to vowels, we can test them for
ordering.

If we were to assume that the change of [t] to [t[] took place first, we
could correctly predict the application of this change in all cases but one—
the Banoni form of the original word *kulit ‘skin sugarcane’. Because this
form has no following vowel in the protolanguage, it does not meet all of the
conditions for the application of the rule that changes [t] to [t[]. However,
if the vowel addition rule were to apply only after the change of [t] to [tf],
we would end up with [yuriti] for this word (assuming that we apply the other
incidental consonant changes as well). The fact that the actual form is [yuritfi]
rather than [yuriti) means that there must already have been a high vowel after
the [t] when the rule affecting the [t] applied. This shows that the rule adding
a final harmonizing vowel must have applied before the rule changing the [t]
to [t[]. So we can state the ordering of these two changes as follows:
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Harmonizing Vowel Addition
HURSL)

Reading Guide Questions

1. What is meant by saying that rules should be written to be as general as
possible but not too general?

2. What is meant by speaking of “ordered rules”?

3. How do we decide on the ordering of rules, and how do we show the relative
ordering of rules?

Exercises

1. Make a summary chart of the rule notation that you have learnt in this
chapter.
2. Express the following changes formally:
a. Intervocalic [s] undergoes rhotacism while [s] before consonants is
deleted.
Word-initial consonants undergo weakening to [j].
. Intervocalic [h] changes to glottal stop.
The second member of all consonant clusters is deleted.
An epenthetic [0] is added between the two members of a word-final
consonant cluster.
f. Word-final high vowels are deleted while interconsonantal high vowels
become schwa.
g. A prothetic [h] is added before [e] and [o0].
h. A prothetic vowel is added to all words which start with a fricative; the
vowel is identical to the vowel following the fricative.
3. Examine the Nganyaywana forms in Dataset 2.
a. Under what conditions are the vowels of initial syllables retained, and
when are they lost?
b. Long vowels are shortened. Did this change take place before or after
the loss of vowels dealt with in the previous question? Why?
4. Examine the Mbabaram forms in Dataset 3.
a. Some word-final [a] became [e], some became [0], and some remained
unchanged. What are the conditioning factors?
b. Initial syllables were lost. Did this change take place before or after the
changes affecting final [a]? Why?
5. Examine the Yimas and Karawari forms in Dataset 4.
a. Formulate explicit rules for the changes that have taken place in each
of the two languages.

o o0 o
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b. Can you find any evidence concerning the ordering of any of these
changes, in either Yimas or Karawari?

c. Given the following original forms, what would you expect the modern
Yimas and Karawari words to be?

¢

*simari sun’
*simasim  ‘sago’

*naggun  ‘mosquito’

. Examine the Lakalai forms in Dataset 5.

a. Write formal rules to account for all of the changes that have taken
place.

b. Do any of these changes need to be ordered with respect to each other?
Why?

. Examine the changes in Motu in Dataset 9.

a. What are the rules that express the various changes that have taken
place here?
b. What is the ordering of these rules?

. Examine the Burduna forms in Dataset 11.

a. Write rules that express the changes that have taken place.
b. Isthere any evidence that any of these changes must have taken place
before any others? If so, say what they are.

. Examine the following data from the Mpakwithi language of Cape York

Peninsula in northern Queensland (Australia):

*mala > ?a  ‘hand’
*kuta > ?wa ‘dog’
*pakaj > kaa ‘down’
*pama > ma  ‘person’
*pupku > gu  ‘knee’
*nipima > pimi ‘one’
*mupka > gwa ‘eat’
*cuma > mwa ‘fire’
*napku > gaw ‘that’
*japi > paj ‘forehead’
*gampu > baw ‘tooth’

a. Describe in words the changes that have taken place in this language.
(There is not enough data here for you to be able to write fully explicit
rules.)

b. Can you suggest anything about the order in which these changes have
taken place?
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10. Examine the standard French and rural Québec French forms in Dataset 12.
Assuming that the standard French forms represent the original
pronunciation, except that [¥] was originally pronounced as [r], write rules
expressing the changes that have taken place in rural Québec French.

Further Reading

Francis Katamba, Morphology.

Mark Hale, Historical Linguistics, has extensive discussion of the status of “changes”
in historical linguistics (that is, what it means to say that *X >Y).

Lyle Campbell, Historical Linguistics, chapter 2, “Sound Change,” pp. 1649, has
many examples of rule writing.




CHAPTER 4

A

Phonetic and Phonemic Change

When a linguist describes the synchronic sound system of a language, she
or he must be aware of the difference between a phonetic description and
a phonemic description of the language. A PHONETIC DESCRIPTION simply
describes the physical facts of the sounds of the language. A PHONEMIC
DESCRIPTION, however, describes the way that these sounds are related to
each other for speakers of that particular language. It is possible for two
languages to have the same physical sounds yet to have very different phone-
mic systems. The phonemic description therefore tells us what are the basic
sound units for a particular language that enable its speakers to differentiate
meanings.

Just as it is possible to describe a language synchronically in both pho-
netic and phonemic terms, it is possible to make a distinction between a
diachronic phonetic study and a diachronic phonemic study of a language. It
is possible, therefore, for some sound changes to take place without altering
the phonemic structure of a language, though many sound changes do alter
it. But it is also possible for a phonemic change to take place in a language
without there being a phonetic change.

Up to now, we have been talking about “sound change” without making
it clear how the sounds relate to one another in the system of the protolan-
guage and its daughter languages. In this chapter, we look in more detail into
sound changes that result in changes to systems.!

65
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4.1 PHONETIC CHANGE WITHOUT
PHONEMIC CHANGE

Many phonetic changes take place in languages without in any way altering
phoneme inventory or the relations between phonemes. Such change is there-
fore purely allophonic or subphonemic. All that happens is that a phoneme
develops a new allophone (or changes its phonetic form slightly), or the
distribution of existing allophones of a phoneme is changed.

One example of a subphonemic change in the history of English involves
the phoneme /r/. This phoneme has always been spelled with the symbol r,
right from the earliest records. This suggests that speakers of English have
not perceived any change in this sound. However, we do know that earlier
the phoneme /r/ was pronounced phonetically as a flap or trill (as is still the
case in Scots English), rather than as the frictionless continuant [1] that most
speakers of English use today. Although this sound has changed phonetically,
it has not caused any reanalysis of the phonological system to take place. The
same words that used to be distinguished in meaning from other words by
a flap or a trill are now distinguished, instead, by [1]. This change could be
represented as:

Il : [c] ~[r] > /v : [1]

Another example of phonetic change without phonemic change from
the history of English involves the short high front vowel phoneme. In most
dialects of English this is pronounced as [1]. In the New Zealand dialect of
English, however, this has been centralized in the direction of [{]. The change
from [1] to [i] has again not caused any new meaning contrasts to develop. The
same words are distinguished in New Zealand English as in other varieties
of English, only by a slightly different phonetic form. Again, this purely
allophonic change can be represented as:

R RS TR

The final example that I give here of subphonemic change comes from
the Motu language of Papua New Guinea. The previous two examples from
English involve a change in the phonetic form of the phoneme wherever
it occurs: that is, they are examples of unconditioned allophonic change.
However, in the case of a conditioned subphonemic change, a new allophone
is created in a particular phonetic environment, though the sound remains
unchanged in other environments. No new phonemes are created, only a new
allophone of an existing phoneme.

You should remember from chapter 2 that, in Motu, [t] has shifted to [s]
before front vowels while remaining unchanged in other environments. This
change is the only source of the sound [s] in Motu, as no other sound changes
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have produced any [s], and there was no [s] sound at all in the protolanguage.
This means that the shift of [t] to [s] did not in any way affect the phonemic
structure of the language. All instances of the sound [s] in Motu today are
in complementary distribution with [t]. The sound [s] only ever occurs before
front vowels, while [t] never occurs before front vowels. The [s] that developed
was simply a new allophone of the phoneme /t/.2 This change can therefore
be stated as:

[s] before front vowels
I*tl > It/ :
[t] elsewhere

4.2 PHONETIC CHANGE WITH PHONEMIC
CHANGE

You saw in the preceding section that a phonetic change need not necessarily
lead to a change in the phonemic system of a language. Often, however,
phonetic change does lead to some kind of phonemic change. Generally
speaking, we can say that phonetic change is a “tool” of phonemic change
in the sense that most instances of phonemic change are the result of a
phonetic change in that particular sound. Phonemic changes can be subcat-
egorized into three different types: phonemic loss, phonemic addition, and
rephonemicization.

4.2.1 Phonemic Loss

The term PHONEMIC LOSS is self-explanatory. Phoneme loss takes place when a
phoneme disappears altogether between different stages of a language. All
cases of unconditioned sound loss at the phonetic level necessarily imply
complete phonemic loss. An example of such a loss is the disappearance
of the velar nasal from the phoneme inventory of Motu, which you saw in
chapter 3.

Phoneme loss often involves a conditioned sound change, occurring in
some environments and not in others. While the loss of the velar nasal in
Motu is an unconditioned sound change, you will frequently find that only
some occurrences of a phoneme are lost, while others are retained. This
situation can be referred to as PARTIAL LOSS, in contrast to COMPLETE LOSS.
For an example of partial loss in Fijian. refer to the discussion of the loss of
final consonants in chapter 2. This change can be represented as:

C>o/__ #

-
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In the Angkamuthi example that immediately followed the Fijian exam-
ple in chapter 2, you can see that there has been partial consonantal loss
again, this time in word-initial position (which I referred to then as apheresis),
according to the following rule:

C>olt#__

4.2.2 Phonemic Addition

This term is also self-explanatory. PHONEMIC ADDITION takes place when a
phoneme is inserted into a word, in a position in which that phoneme did not
originally occur. For example, in Motu again, a prothetic /l/ was added before
the vowel /a/, creating a new set of words distinguished by this sound, as you
saw in chapter 2.

Certainly, simple phonetic addition does not necessarily lead to phonemic
addition. It is possible for a sound to be added without actually affecting the
phonemic form of a word. In the Mpakwithi language of northern Queens-
land (in Australia), words beginning with fricatives and the rhotic flap have
added an optional prothetic schwa; for example:

/Badi/ : [Padi] ~ [afadi] ‘intestines’
/0aj/: [Baj] ~ [20aj]  ‘mother’

[ra/ : [ra] ~ [ora] ‘stomach’

There is no separate schwa phoneme in this language. The sound [s] occurs
only in forms such as those just given, and it is competely predictable in its
occurrence. It never contrasts with anything. While the following phonetic
change has taken place (i.e., a schwa is added before fricatives and /r/ at
the beginning of a word), the actual phonemic form of such words has not
changed:

fricative

I*al >0 [/ __
r

This has therefore been an example of phonetic addition without phonemic
addition.

A further type of phonemic addition occurs in loan situations. If speakers
of a language borrow a lot of words without adapting them to their existing
system, new phonemes can enter the language through the medium of those
loans. The English phoneme [3] is an example of this; it entered the language
through loans from French (such as rouge, measure, treasure, and the like)
and is now established in the system, although with a somewhat restricted
distribution.
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4.2.3 Rephonemicization

The most common kind of phonemic change to result from phonetic change
is REPHONEMICIZATION. What this involves is the creation of a new pattern of
oppositions in a language by simply changing around some of the existing
phonemes, or by changing some of the existing phonemes into completely
new phonemes. Whereas phoneme addition means adding a new phoneme
in a word where there was no phoneme originally, and phoneme loss means
deleting a phoneme from a word where there originally was one, rephone-
micization involves changing around the phonemes that are already there in
the word. There are a number of different kinds of rephonemicization: shift,
merger, and split. [ describe each of these next.

4.2.3.1 Shift

The first kind of rephonemicization that we consider goes under the name
of sHIFT. When phonemic shift has taken place, two words that were distin-
guished in the protolanguage by means of a particular pair of sounds are
still distinguished in the daughter language, but the distinction between the
two words is marked by a different pair of sounds. That is, a minimal pair
in the protolanguage will still be different in the daughter language, but the
difference is not marked by the original sounds. For instance, in the history
of the Banoni language of Papua New Guinea, voiceless stops became voiced
fricatives (along with a number of other changes). It is quite possible to imag-
ine a minimal pair in the protolanguage in which meanings are distinguished
by the presence or absence of a voiceless stop between vowels. In the modern
language, however, the same difference in meaning is marked instead by the
presence or absence of a voiced fricative in the same position.

A thoughtful reader should have noticed that this description of phone-
mic shift does not seem to be very different from what [ said earlier about
purely phonetic change. When allophonic change takes place, there is also
a change in the actual sounds that are used to distinguish meanings. The
important difference between the two situations is that, with phonemic shift,
the original sound and the new sound must actually belong to separate
phonemes. In Banoni today, there are pairs to show that voiceless stops and
voiced fricatives are phonemically distinct, for example:

[kasi:] ‘my brother’
[yasi] ‘open’
This shows that when the voiceless stops changed to voiced fricatives, there

was an actual shifting around of phonemes in the language, not just a shifting
around of the allophones within a phoneme.

3
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4.2.3.2 Merger

The second kind of rephonemicization is phonemic MERGER. This is the pro-
cess by which two separate phonemes end up as a single phoneme. Words
that used to be distinguished by some difference in sound cease to be dis-
tinguished, and what were originally minimal pairs become homophones
(or homonyms)—that is, words with the same form but different mean-
ings. For instance, the Motu word /lada/ is a homophone, referring both
to ‘gills of fish’ and ‘name’. In the protolanguage from which Motu was
derived, there were originally two different words, distinguished by different
phonemes:

*ajan ‘name’

*asay ‘gills of fish’

There has been a phonemic merger of /3/ and /s/ as /d/ (as well as a loss of
final consonants and the addition of a prothetic /l/), producing the modern
homophone.

Another example of merger comes from Indo-European. Proto-Indo-
European’ had three types of velar sounds: a velar /k/; a labiovelar /k"“/; and
a front (palatalized) /k/, which is usually represented in books about Indo-
European as /k/. (There were also corresponding sets of voiced and breathy
stops.) None of the descendent languages has all three types of stops, but
because the mergers happened in different ways in different branches of the
family, we can tell that there must have been three sets of sounds. (Examples
are taken from Benjamin Fortson 2004:52-53.)

*k *kerd- ‘heart’ *k *kes- ‘comb’  *k“ *Kk“i- , k"o ‘who, what’

Hittite kard- kiss kuit
Greek kard- késkeon ti
Latin cord- quid
Old Irish cride cir
Old English heart heord hwat
Tocharian  kér-
Sanskrit $rad- kas
Old Church  srid- kosa

Slavonic
Lithuanian S$rdis kasa kas

What has happened is that the three stops in Proto-Indo-European
merged into two sets in just about all the attested languages (they further
merged to a single set in Tocharian, and the Anatolian language Luvian seems
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to keep all three distinct). However, the merger happened in two ways. In one
set of languages, *k and *k merged to *k, and *k* remained distinct. This
is what happened in the history of English, Latin, Greek, and a number of
other languages. In the other set of languages, *k and *k* merged as *k, and
*k remained distinct. This happened in Sanskrit, Lithuanian, and Old Church
Slavonic. Subsequently there were other changes.

Phonemic merger can be represented as follows:

X
Y

>Z

(although merger can involve more than just two sounds).

When phonemes merge in this way, there are two possible forms for
the phoneme that is symbolized here as Z. First, Z could be identical to
one of the original phonemes. Second, it could be different from either of
the original phonemes (i.e., a completely new phoneme). An example of
phonemic merger where the resulting phoneme is phonetically the same as
one of the original phonemes is Uradhi, an Australian language of northern
Queensland:

Uradhi
*pata > wata  ‘bite’
*pinta > winta ‘arm’
*pupu > wupu ‘buttocks’
*wapun > wapun ‘head’
*wujpu > wujpu  ‘old man’

The original /p/ and /w/ have merged as /w/ (though only in word-initial
position):

P
w

gk J

An example of the second possibility is the following change in Fijian:

Fijian
*tuba > tuva ‘fish poison’
*batu > wvatu ‘stone’
*ubi > uvi ‘yam’
*pitu > vitu  ‘seven’
*popu > vonu ‘turtle’
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The original phonemic distinction between /b/ and /p/ is lost, and the descen-
dant of the merged phoneme is different from both of the original phonemes
to v/:

*b
*p

I have been talking about merger, but I have not pointed out that there
is a distinction to be made between partial merger and complete merger.
COMPLETE MERGER means that the sound change that produces the merger
is unconditioned: the change affects that particular sound in all environments
in which it occurs. PARTIAL MERGER, in contrast, means that the sound change
is a conditioned one: the particular phonemes merge only in certain environ-
ments and are kept distinct in others. The example that I gave above of Uradhi
as an example of the merger of /p/ and /w/ is actually an example of partial
rather than complete merger, as it was necessary to indicate the environment
in which the change took place. The merger takes place only word-initially,
while in word-medial position the original distinction between /p/ and /w/ is
maintained.

4.2.3.3 Phonemic Split

The opposite of phonemic merger is PHONEMIC SPLIT. Words which originally
contained the same phoneme end up having different phonemes. Phonemic
split can arise when a single sound changes in different ways in different
phonological environments. We can represent this kind of change in the
following way:

Y/A
Z/B

*X >

However, if there is a conditioned sound change of this type, and the
only source for the new sound is this change, then we cannot speak of
phonemic split. What we have is a case of subphonemic change, as we have
only produced a new allophone of an existing phoneme in a specific envi-
ronment. This is exactly what we saw happening in Motu, where the original
[t] has changed to [s] in some environments and remained as [t] in others.
This cannot be considered as phonemic split because no new phonemes are
involved.

But if two or more sound changes operate at once to produce the
same sound, then we can speak of phonemic split. In the Angkamuthi lan-
guage of Cape York in Queensland (Australia), the following change took
place:
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jl__ ai
1/__u

% >

If there were no other changes word-initially (and if there was not already
a phoneme /j/ in the language), we could say that this change simply produces
a new allophone of /I/ word-initially before /a/ and /i/. If there was not an
original /j/ phoneme and the following change were to take place, we could
also speak of genuine phonemic split taking place:

*l>j

With this change, /j/ and /I/ could no longer be in complementary distribution,
so a phonemic split would have resulted.

4.3 PHONEMIC CHANGE WITHOUT
PHONETIC CHANGE

In this section, we look at a series of situations in which the phonemic status
of a sound changes without any actual phonetic change taking place in the
sound that has changed phonemically (though there may be phonetic changes
elsewhere in the word). The way this change arises is through the loss of
conditioning environment.*

Originally, in English, there was no velar nasal phoneme /y/, though this
sound did occur as an allophone of the phoneme /n/ before velar sounds. This
can be represented by the following allophonic statement:

[] before velars
n/:

[n] elsewhere

A word like singer, which we now write phonemically as /smpo/,> was
originally phonemically /sings/, but phonetically the medial nasal had the
same pronunciation as it has today. This word was therefore pronounced
as [sigo]. This is an example of a phonemic change (i.e., /n/ shifting
to /p/) that does not involve any phonetic change. How did this come
about?

The separate status of the phoneme /y/ came about as the result of
another change that caused the loss of the sound that conditioned the choice
between the alveolar and the velar allophones of /n/. Look at the following
earlier forms and the changes that they underwent. (These forms are given
first phonemically; the second form in square brackets gives the actual pho-
netic form.)

B
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Earlier English Modern English

*/sm/ : [sin] > /sIn/ : [sIn] ‘sin’

* /sing/ : [sig] > [sIN/: [sIN] ‘sing’
*/lamb/ : [leamb] > /lem/: [lem] ‘lamb’

Word-finally after nasals in English, the voiced stops /b/ and /g/ (but not /d/)
were lost by a rule of the form:

> ¢ /nasal __ #
g

This explains the presence of the so-called silent & in words such as climb and,
lamb. Now, you will remember that it was the presence of a velar phoneme
earlier in English that conditioned the choice of a velar allophone of the
phoneme /n/ rather than an alveolar allophone. So, phonemic /sing/ was pho-
netically [smg] (as it still is in some northern dialects in England).® However,
once the final /g/ was lost, the [g] now came to be in contrastive distribution
with [n], whereas before the two were in complementary distribution. As
evidence of this, we find the minimal pair /sm/ ‘sing’ and /sm/ ‘sin’. Here
you can see that although the velar nasal itself did not change phonetically
in English, its phonemic status has changed because its original conditioning
environment has been lost.

Another well-known example of this kind of change is the development
of umlaut in Germanic languages. Umlaut is the changing of a vowel of a root
to become either more front or more high in certain morphological categories.
As we see in chapter2, the irregular plural in English of foot/feet, as well
as other forms such as tooth/teeth, derive from an earlier plural suffix /-i/,
which was added to the singular roots /foit/ and /to:8/, respectively. Then
a purely allophonic change took place, by which all back-rounded vowels
became front-rounded vowels when the following syllable contained a front
vowel. So although there was no phonemic change in the plural, there was
a change in the phonetic form of the plural of these two words under the
influence of the following plural suffix:

*/foiti/ : [foiti] > [fouti/ : [fouti] ‘feet’
*/to:0i/ : [to:0i] > /to:6i/ : [tg:6i] ‘teeth’

The next change involves a change in the phonemic status of the front-
rounded vowels. Although these vowels themselves did not then change
phonetically in any way, there was a general rule of apocope at this stage
in the history of English which deleted the final /-i/ marking the plural.
Thus:
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*/foiti/ : [fecti] > [fait/ @ [fe:t] ‘feet’
*/to:6i/ : [te:Ti] > /t@:0/: [te:0] ‘teeth’

This loss of the conditioning vowel resulted in the existence of minimal
pairs between back- and front-rounded vowels, with the back-rounded form
occurring in the singular and the front-rounded form occurring in the plural.
It is from these two forms that the modern irregular plurals are directly
derived.

I mentioned in the preceding section that although Motu has under-
gone a change by which /t/ developed a new allophone of the form [s]
before a front vowel, this did not introduce any new phonemic contrasts
into the language. Now there is a tendency among younger Motu speakers
to drop word-final vowels. So we find alternative pronunciations such as the
following:

/tinagu/: [sinagu ~ sinag] ‘mother’
loiemu/: [oiemu ~ oiem] ‘your’
/namo/: [namo ~ nam] ‘good’

/mate/:  [mase ~ mas] ‘die’

Let’s imagine that in two generations’ time this change might have become
general and that all word-final vowels following consonants were lost by a
rule that we could write as follows:

*V>0/C__ #

Let us examine what would happen to minimal pairs such as /lati/ ‘no’
and /lata/ ‘long’. These forms are currently pronounced as follows:

.

/Nati/: [lasi ~las] ‘no’

Nata/: [lata ~ lat] ‘long’

If the rule of optional word-final vowel loss were to become general, this pair,
which is now distinguished phonemically by the nature of the final vowel,
would come to be distinguished solely by the nature of what were originally
intervocalic consonants, as follows:

Nlas/ ‘no’

Nat/ ‘long’

Thus, what was originally just a phonetic difference between [t] and [s] would
become a phonemic contrast between /t/ and /s/.

B
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Reading Guide Questions

Exercises

1.

DO 00 N O eh = Gy ot =

What is allophonic change?

What is phonemic loss?

What is the difference between partial and complete loss?

What is rephonemicization?

What is phonemic shift? How does this differ from allophonic change?
What is phonemic merger?

What is the difference between complete and partial phoneme merger?
What is phonemic split?

Explain in what ways a sound can change phonemically without changing
phonetically.

Examine the following forms in Tongan and Maori. Assume that the vowels
of Tongan reflect the vowels of the original language and that Maori has
innovated. Both Tongan and Maori today have five short vowel phonemes.
Would you classify the changes to the vowels in Maori as phonetic change,
phonemic shift, phonemic merger, or phonemic split?

Tongan Maori

putu puts ‘mouth’
au au ‘T
hoa hoa ‘friend’

fulufulu hurshare ‘feather’

ihu iha ‘nose’

inu inu ‘drink’

higoa igoa ‘name’
malase marae ‘open ground’
mata mata ‘face’

mate mate ‘dead’

s

moana moana ‘sea

mutu mutu “finish’
nifo niho ‘tooth’
lau ras ‘leaf’
nima rima “five’
tolu toru ‘three’

tapu tapu ‘forbidden’
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2. Less-educated speakers of some regional dialects of Tok Pisin in Papua New
Guinea change some of the sounds used by speakers of the standard dialect.
Imagine somebody speaking the following extremely nonstandard regional
dialect. Standard Tok Pisin has no [f] while the nonstandard dialect described
here has no [p]. There is no [s] or [1] in the nonstandard dialect. Describe the
changes they have made to the phonemic system of the standard language in
terms of the kinds of changes that we have been looking at in this chapter.

Standard Tok Pisin Nonstandard Tok Pisin

ples feret ‘village’
poret foret ‘frightened’
mipla mifara ‘we’

larim rarim ‘leave’
kisim kitim ‘take’

lotu rotu ‘church’
sarip tarif ‘grass knife’
popaia fofaia ‘miss’

sori tori ‘concerned’
belo bero ‘bell’

sapos tafot ‘if°

kirap kiraf ‘get up’
gutpla gutfara ‘good’

3. Examine the Mbabaram forms in Dataset 3. In the original language, there
were only three vowel phonemes: /i/, /u/, and /a/. Describe how the changes
that have taken place have affected the phonemic system.

4. In the Lakalai forms in Dataset S, describe the various changes that have
taken place as merger, loss, or shift.

5. Describe the sound changes implied in Tiene in Dataset 13, including the
tone changes.

Further Reading

Winfred P. Lehmann, Historical Linguistics, chapter 10, “Change in Phonological
Systems,” pp. 147-76.

Raimo Anttila, An Introduction to Historical and Comparative Linguistics, chapter 4,
“Sound Change,” pp. 57-87.

Robert J. Jeffers and Ilse Lehiste, Principles and Methods for Historical Linguistics,
chapter 5, “Phonological Change,” pp. 74-87.

Hans Henrich Hock, Principles of Historical Linguistics, chapter 4, “Sound Change
and Phonological Contrast,” pp. 52-60.

Lyle Campbell, Historical Linguistics, chapter 2 “Sound Change,” pp. 19-25



CHAPTER 5

A

The Comparative Method (1):

Procedures

Up to now, I have been giving examples of changes in languages from an
earlier form (marked with the asterisk *) to a later form, but I have not said
how these earlier forms have actually been worked out. So far, this has all
simply been done on trust! The use of the asterisk is intended to mark the
words as unrecorded, never actually seen or heard by anybody who is around
now. Do linguists just guess at these forms and hope they are more or less
right, or is there some special method by which we can deduce what these
forms were like? How can we “undo” the changes that have taken place in
languages to find out what the original forms were likely to have been? The
method is not a hard and fast “algorithm” for working out what’s happened,
but there are a series of heuristics or guidelines for making the hypotheses. In
this chapter, we’ll talk about how to make these hypotheses.

5.1 SOUND CORRESPONDENCES AND
RECONSTRUCTION

I have already discussed the idea of languages being genetically related
in families, all of which are descended from a single ancestor, which

78
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we call the protolanguage. This model of language evolution looks like
this:

Protolanguage

Language A Language B

Even if we have no written records of the protolanguage, it is often
possible to reconstruct some of the aspects of the original language from
the REFLEXES in the daughter languages by using the COMPARATIVE METHOD.
When | use the term “reconstruct”, I mean that we make some kind of
estimation about what a protolanguage might have been like. We are in a sense
“undoing” the changes that have taken place between the protolanguage and
its various descendant languages. To do this, you have to examine what we call
“reflexes of forms” of the original language in these daughter languages. By
this, I mean that you have to look for forms in the various related languages
which appear to be derived from a common original form. Two such forms
are cognate with each other, and both are reflexes of the same form in the
protolanguage.

In carrying out linguistic reconstruction in this way, we use the com-
parative method. This means that we compare cognate forms in two (or
preferably more) related languages in order to work out some original form
from which these cognates could reasonably be derived. In doing this, we
have to keep in mind what is already known about the kinds of sound
changes that are likely, and the kinds of changes that are unlikely. (Thus
it is necessary to keep in mind the survey of types of sound change that
are described in chapter 2 of this book when doing reconstruction of this
kind.)

5.2 AN EXAMPLE OF RECONSTRUCTION:
PROTO-POLYNESIAN

5.2.1 Setting Out the Data

Now that we have learned some of the basic terminology that is necessary
for reconstructing languages, let us go on to look at an actual linguistic
situation and see what we can make of it. We will look at some data from four
Polynesian languages: Tongan, Samoan, Rarotongan (spoken in the Cook
Islands, near Tahiti), and Hawaiian (table 5.1)." Assuming that there was
once a language that we can now call Proto-Polynesian, what do we have to
do in order to reconstruct this language out of this body of data in its modern
descendant languages?

N




80 AN INTRODUCTION TO HISTORICAL LINGUISTICS

TABLE 5.1 Data from Four Polynesian Languages

Tongan Samoan  Rarotongan Hawaiian

1. tapu tapu tapu kapu ‘forbidden’
2. pito pute pito piko ‘navel’
3.  puhi feula puti puhi ‘blow’
4. tafa?aki tafa , ta?a kaha ‘side’
5. ta?e tae tae kae ‘feces’
6. tapata tapata tapata kanaka ‘man’
7. tahi tai tai kai ‘sea’
8. malohi  malosi ka?a ?aha ‘strong’
9. kalo ?alo karo ?alo ‘dodge’
10. aka a?a aka a?a ‘root’
11. ?ahu au au au ‘gall’
12.  ?ulu ulu uru po?o ‘head’
13.  ?ufi ufi u?i uhi ‘yam’
14. afi afi ati ahi ‘fire’
15. faa faa ?aa haa ‘four’
16. feke fe?e Peke he?e ‘octopus’
17. ika i?a ika i?a ‘“fish’
18. ihu isu putagio ihu ‘nose’
19. hau sau Pau hau ‘dew’
20. tafuafi sifa ?ika hi?a ‘firemaking’
21.  hiku situ ?iku hi?u ‘tail’
22.  hake a?e ake a?e ‘up’
23.  huu ulu uru komo ‘enter’
24. maga mara mana mana ‘branch’
25. ma?u mau mau mau ‘constant’
26. maa mala mara mala ‘fermented’
27. na?a fa?ana maninia naa ‘quieten’
28.  nofo nofo no?o noho ‘sit’
29. palu palu naru nalu ‘wave’
30. putu gutu putu nuku ‘mouth’
31.  vaka va?a vaka wa?a ‘canoe’
32. va?e vae vae wae ‘leg’
33. laho laso rato laho ‘scrotum’
34. lohu lou rou lou “fruit-picking pole’
35. ogo logo rono lono ‘hear’
36. ua lua rua lua ‘two’
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5.2.2 Finding the Cognates

There are a number of steps that you must follow. The first step is to sort out
the forms that appear to be cognate from those that do not. If two words are
not cognate, it means that they are derived from different original forms, and
are not reflexes of the same original form as the others. In deciding whether
or not two forms are cognate, you need to consider how similar they are, both
in form and in meaning. If they are similar enough that it could be assumed
they are derived from a single original form with a single original meaning,
then we say that they are COGNATE.

You can begin by excluding from the list above a word such as /tafuafi/
‘firemaking’ in Tongan (20). The words to express the same meaning in
the other three languages are /si?a/ in Samoan, /?ika/ in Rarotongan, and
/hi?a/ in Hawaiian. These last three forms are all quite similar phoneti-
cally, as well as being identical in meaning, and it is easy to imagine that
they might be reflexes of a single original word in Proto-Polynesian. The
Tongan word /tafuafi/, although it has the same meaning, is so different
in its shape that you can assume that it has a totally different source
altogether.

The fact that the Tongan word /tafuafi/ contains the final element /-afi/,
along with the fact that the Tongan word for ‘fire’ is /afi/ (14), suggest that this
word may be a combination of some unknown element /tafu-/ and the word
for ‘fire’. Example 4 presents us with a similar case:

Tongan Samoan Rarotongan Hawaiian
4. tafa?aki tafa ta?a kaha ‘side’

It seems clear that the first two syllables of the longer Tongan word are cog-
nate with the words in the remaining Polynesian languages. The second two
syllables of the Tongan form, however, do not have any cognate forms in the
other languages. We can therefore assume that in Tongan, at some stage in its
history, an extra morpheme was added. What was originally regarded as being
a morphologically complex word then came to be regarded by speakers as
morphologically simple. That is, some other morpheme came to be reanalyzed
as part of the root. In carrying out comparative reconstruction, you must also
exclude examples such as these that involve reanalysis and consider only those
parts of words that are actually cognate. We can therefore set out the cognate
forms in these four languages in this case as follows, with the noncognate
part of the Tongan word removed, and a hyphen being used to indicate that
something has been left off:

Tongan Samoan Rarotongan Hawaiian
4. tafa- tafa ta?a kaha ‘side’
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From the data in tableS5.1, there are several other forms expressing
the same meaning that we would want to exclude as not being cognate
because they are phonologically so different from the forms in the other
languages. In the Samoan data, you should probably exclude the following:
(2) /pute/ ‘navel’, (3) /feula/ ‘blow’, and (27) /fa?ana/ ‘quieten’. In Raroton-
gan, you must exclude the following forms, which are apparently not cognate
with words in other languages expressing the same meaning: (18) /putayio/
‘nose’ and (27) /maninia/ ‘quieten’. Finally, in Hawaiian, you will need to
exclude the following: (12) /po?o/ ‘head’ and (23) /komo/ ‘enter’. (While we
are discussing which words we should consider to be cognate, 1 will also
make the very obvious point that, although the Samoan word /i?a/ ‘fish’
(17) and the Hawaiian word /hi?a/ ‘firemaking’ (20) are similar in shape,
they are not considered to be cognates because their meanings are totally
different.)

5.2.3 Sound Correspondences

Having completed the first step, you are now ready to move on to step two.
The second step is to set out the complete set of sound correspondences.
When I talk about a SOUND CORRESPONDENCE, | mean that we try to find each
set of sounds that appears to be descended from the same original sound. So,
if you take the first word in the list that I have given, you will find the following
correspondences between the sounds:

Tongan t a pu
Samoan t a pu
Rarotongan t a p u
Hawaiian k a pu

You can see that there is an initial correspondence of /t/ in Tongan to /t/
in Samoan, to /t/ in Rarotongan, and to /k/ in Hawaiian. The /a/ in Tongan
corresponds to an /a/ in all of the remaining three languages. Similarly, there
is a correspondence of /p/ in all four languages, and, finally, there is a corre-
spondence of /u/ in all four languages. These correspondences can be set out
like this:

Tongan Samoan Rarotongan Hawaiian

t t t k
a a a a
p p p P
u
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What you have to do is list all such sound correspondences that are present in
the whole of the data.

Actually, a quick examination of the vowel correspondences reveals that
the vowels are identical in all four languages in all words. (Don’t let this
make you think that for other languages the vowels will be as straightfor-
ward as this! Sometimes it will be the vowels rather than the consonants
which have the most complicated sets of sound correspondences. Usually,
both consonants and vowels will exhibit variations in their correspondence
sets.) In order to be completely thorough, I will set out the vowel corre-
spondences for you, even though there are no differences between the four

languages:

Tongan Samoan Rarotongan Hawaiian

a a a a
e e e e
i i i i
0 0 0 0
u u u u

Let us now concentrate on the consonant correspondences, which is
where the differences are to be found between these languages. The corre-
spondence sets for consonants work out to be as follows:

Tongan Samoan Rarotongan Hawaiian

Y p Y p
f ? h
t t t k
k (2 k 2
h s ? h
m m m m
n n n n
] 7 ] n
v v v w
1 1 r 1
2 1 r 1

There is one brief point that I should make before continuing, and this
concerns the use of the zero symbol o. This symbol is used to express corre-
spondences such as the following in the word for ‘feces’ (5):
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Tongan t a ? e
Samoan t a e
Rarotongan t a e
Hawaiian k a e

In these forms, the /?/ in Tongan corresponds to the absence of any sound in
the other three languages. Thus, you will need to set this correspondence out
as follows:

Tongan Samoan Rarotongan Hawaiian

? o %) %)

Similarly, in the word for ‘gall’ (11), you will see that there are two sounds
in Tongan corresponding to nothing in the other languages:

Tongan ? a h u
Samoan a u
Rarotongan a u
Hawaiian a u

The word-initial correspondence of 7 : ¢ : o : o0 is the same correspondence 1
have just set out for the medial consonant in the word for ‘feces’. (Note that
I have just used a slightly different way of expressing sound correspondences,
using the : symbol. From now on, 1 will use both methods interchangeably.)
The word-medial correspondence is a different one, which we can set out as
follows:

h:o:0:0

One problem that you might face in drawing up your set of sound cor-
respondences is that, in cases where you have had to exclude a form in one
or more languages because it is not cognate, you might have some correspon-
dences that appear to be incomplete. For instance, go back to cognate set (20)
in the list. If we are to exclude the Tongan word /tafuafi/ because it is not
cognate with Samoan /si?a/, Rarotongan /?ika/, and Hawaiian /hi?a/, then
we could be faced with gaps in the Tongan data for some sounds. In this case,
however, it is not too difficult to fill in the gaps as there are plenty of other
words in Tongan that contain sounds which are cognate with words in the
other languages in which the same correspondences occur. Where Samoan
has /s/, Rarotongan has /?/, and Hawaiian has /h/, other cognate sets, such
as (18), (19), and (21), indicate that Tongan has /h/. For the intervocalic
consonant, the cognate sets numbered (9), (10), (16), (17), (21), (22), and (31)
all indicate that Tongan has /k/. You already know that the vowels in all
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four languages are identical in all words. So, while the Tongan word for
‘firemaking’ is /tafuafi/, if Tongan had retained the original word, we can
predict that its shape would have been /hika/. Of course, we must not add this
word into our data (though we might find somewhere else in the vocabulary
of Tongan that /hika/ is found, but that it has shifted in its meaning so that
it was not originally spotted as a possible cognate). If we did not have all of
these other sets of cognate forms which indicate what sound corresponds in
a particular language to the sounds in the other languages in a family, then
it might be necessary simply to leave the slot for that sound in that language
blank.

5.2.4 Reconstruction Principles

Having set out all of the sound correspondences that you can find in the data,
you can now move on to the third step, which is to work out what original
sound in the protolanguage might have produced that particular range of
sounds in the various daughter languages. Your initial assumption should
be that each separate set of sound correspondences goes back to a distinct
original phoneme. In reconstructing the shapes of these original phonemes,
youshould always be guided by some general principles:

I. Any reconstruction should involve sound changes that are plausible, unless
there is good evidence to the contrary. (You should be guided by the kinds of
things that you learned in chapter 2 in this respect.)

2. Any reconstruction should involve as few changes as possible between the
protolanguage and the daughter languages.?

It is perhaps easiest to reconstruct back from those sound correspon-
dences in which the reflexes of the original phoneme (or protophoneme) are
identical in all daughter languages. By guiding principle 2, you should nor-
mally assume that such correspondences go back to the same protophoneme
as you find in the daughter languages and that there have been no sound
changes. Thus, you should assume that the vowels of Proto-Polynesian are
exactly the same as you find in the four daughter languages that we are
looking at. So, for the correspondence a : @ : a : a you should reconstruct
an original /*a/, for e : e : e : e you should reconstruct /*e/, and so on.*

Turning our attention now to the consonant correspondences, it will also
be easiest to deal with those correspondences in which the daughter languages
all have the same reflex. Such correspondences include the following:

Tongan Samoan Rarotongan Hawaiian

p p p p
m m m m
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Again, you need to ask yourself the question, What protophoneme could rea-
sonably be expected to have produced a /p/ in all of the daughter languages?
The obvious answer is again /*p/. Applying the same reasoning, you can also
reconstruct /*m/ and /*n/ for the other two correspondences that [ have just
listed.

The next thing that you should do is look at sound correspondence sets
that only have slight differences between the various daughter languages and
try to reconstruct original phonemes from the evidence that these provide. So,
from the correspondence sets that I listed earlier, we will now go on to look
at the following:

Tongan Samoan Rarotongan Hawaiian
t t t k

) 0 0 n

In these two cases, only one language, Hawaiian, differs from the other three
languages. Logically, in the first case, you could reconstruct either a /*t/ or
a /*k/. Which would be the best solution? It would obviously be better to
reconstruct /*t/ as the original form and to argue that this changed to /k/ in
Hawaiian. To suggest /*k/ as the original form, you would need to say that
this changed to /t/ in three separate languages. So, in keeping with guiding
principle 2, you will often reconstruct as the original form the sound that has
the widest distribution in the daughter languages. Using the same argument,
you should reconstruct /*y/ for the second correspondence set presented
above.*

You should now go on to deal with those correspondences that have a
greater amount of variation in the reflexes of the original phoneme. Where
there is greater variation, it is going to require greater consideration on your
part in doing the reconstruction. Let us take the following correspondence:

Tongan Samoan Rarotongan Hawaiian
k ? k ?

Here there are two instances of /k/ in the daughter languages and two of /?/, so
the second guiding principle will no longer help us as there is no single reflex
with a wider distribution than other reflexes among the daughter languages.
We are therefore torn between reconstructing /*k/ and /*?/.

However, you should also remember that you are to be guided by prin-
ciple 1. This guiding principle says that you should prefer a solution that
involves “natural” sound change over an “unnatural” one. If you were to
propose an original /*k/ rather than /*?/, you would need to say that the
following change took place in Samoan and Hawaiian:

*e> 7
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This is a well-known sound change that goes under the general heading of
weakening or lenition. However, if you were to reconstruct, instead, /*?/ for
this correspondence, you would need to say that in Tongan and Rarotongan,
the following change took place:

*?>k

While this is not an impossible change, it is certainly a rarer kind of change
than the change of /k/ to /?/. Thus, according to guiding principle 1, you
should probably reconstruct /*k/ in this case.

At this point, I will add a third guiding principle:

3. Reconstructions should fill gaps in phonological systems rather than creating
unbalanced systems.

Although there will always be exceptions among the world’s languages, there
is a tendency for languages to have “balanced” phonological systems. By
this I mean that where there is a set of sounds distinguished by a particular
feature, this feature is also likely to be used to distinguish a different series
of sounds in the language. For example, if a language has two back-rounded
vowels (i.e., /u/ and /o/), we would expect it also to have two front-unrounded
vowels (i.e., /il and /e/).’> Thus, the following represent balanced phoneme
inventories, and these kinds of inventories tend to recur in the world’s
languages:

Front Back
High i u

Low a

High i u
Mid e o

Low a

Front Back

Unround Round

High i y u
Mid e 2} 0
Low a

The following, however, are “unbalanced” systems and are less likely to occur
than systems such as those I have just given, as they contain gaps (indicated
by dashes):
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Front Back
High i —
Mid e o
Low a

Front Back

Unround Round
High i — u
Mid e o 0
Low a

You can also use guiding principle 3 to help in reconstructing the
original phoneme from which the k : ? : £ : ? correspondence is derived.
The correspondences that you have already looked at provide evidence
for the reconstruction of the following original consonant phonemes in
Proto-Polynesian:

Bilabial Alveolar Velar
Stop *p *t

Nasal *m *n *n

If you assume that languages operate in terms of balanced phonological
systems, you would not expect to find a gap at the velar stop position (i.e.,
/k/) in the protolanguage, since you already have evidence for the existence of
a velar nasal. As you are, in a sense, “looking for” a /*k/, you can use this fact
as evidence in support of your reconstruction of /*k/ rather than /*?/ for this
particular sound correspondence.

Let us now take the next problematic correspondence:

Tongan Samoan Rarotongan Hawaiian
f fi ? h

This correspondence, in fact, is less problematic than the one you just looked
at. Because there are a greater number of /f/ reflexes of this original phoneme
than other sounds, by our second guiding principle again, you should recon-
struct an /*f/ wherever this correspondence occurs. Furthermore, /*f/ > /h/
(and /*f/ > /?/ is a fairly common change, whereas /*h/ or /?/ > /f/ would
require a more complex explanation. Unless you have evidence to the contrary
(such as having already reconstructed /*f/ for another correspondence set),
/*f/ is the sound to reconstruct here.
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Now let us consider the correspondences involving the liquids:

Tongan Samoan Rarotongan Hawaiian
1 1 r 1

o 1 T |

We appear to face real problems here. We have to reconstruct two differ-
ent phonemes in order to account for the two different sets of correspon-
dences, but there is very little difference between the reflexes of these two
protophonemes in the daughter languages. Three of the four languages are
identical in their reflexes of these sounds, and in both sets of correspon-
dences, /1/ is the most common reflex. Since we have to reconstruct two
phonemes, we will presumably have to choose /*1/ for one and /*r/ for the
other. But which will we assign to which correspondence set? The choice is
fairly arbitrary. However, we could argue that loss of /*r/ is possibly slightly
more likely to occur than a change of /*r/ to /*1/, so we could suggest that
/*1/ is the source of the first correspondence set, and /*r/ is the source for
the second correspondence set. If this is correct, we would need to say that
Rarotongan underwent a change of /*I/ to /r/, while Samoan and Hawaiian
underwent a change of /*r/ to /I/, and Tongan simply lost the original /*r/
phoneme.

With this pair of reconstructions, we really are on shaky ground, and
we are operating with little more than guesswork. One way of checking the
accuracy of our reconstruction would be to broaden the data upon which the
reconstruction is based by introducing forms from a wider range of related
languages. If it turns out that by considering a larger number of Polynesian
languages, we find greater numbers of lateral reflexes of our suggested /*I/
reconstruction and a greater number of rhotic reflexes of our suggested /*r/
reconstruction, this would be evidence in support of our conclusion.

We have reconstructed the following consonant inventory for Proto-
Polynesian so far:

*p  *t *k
*m *n *p
*fi

*]

4L

Now we turn to the correspondences involving the glottal sounds:

Tongan Samoan Rarotongan Hawaiian
? o o 2

h o o o
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When we set the correspondences out like this, it is clear that Tongan is the
only language to have any reflexes of these two phonemes. All of the other
languages have lost them altogether. It is not too difficult to argue, therefore,
that we should reconstruct /*?/ and /*h/, respectively, wherever we find these
correspondences, especially since /?/ and /h/ are sounds that are very com-
monly lost in languages. We might also note that this correspondence gives
us more evidence that our reconstruction for /*k/ (rather than /*?/) above is
correct.
We have yet to consider the following correspondence, however:

Tongan Samoan Rarotongan Hawaiian
h S ? h

Here, all of the languages except Samoan reflect a glottal sound, and /h/ is
the most common reflex. However, we have already reconstructed /*h/ for the
correspondence /i : 0 : 0 : o that [ just presented. Similarly, /*?/is not a possible
reconstruction, because we have already reconstructed this to account for
the ? : 0 : 0 : 0 correspondence set. The only possibility left seems to be to
reconstruct this correspondence as deriving from /*s/. This is actually quite
reasonable. Changes of the following type are quite common in languages of
the world:

*s>h>?

It is also relatively uncommon for languages to have no /s/ phoneme,
especially when they have other fricatives, so this is a sound that we would
normally expect to find evidence for in any protolanguage.

Both the change of /s/ to /h/ and the change of /h/ to /?/ can be regarded
as weakening, or lenition. Furthermore, if you did not reconstruct an /*s/ in
Proto-Polynesian, you would end up with a gap in the phoneme inventory. By
reconstructing an /*s/, you would be filling the voiceless alveolar fricative slot,
so that you have an inventory that looks like this:

*p ¥t ¥k *?
*m *n ¥y
*o*s *h
*]
*r

(Note that a glottal nasal is a physical impossibility, and it is more common
for languages to have the phoneme /h/ than /x/, so the lack of a sound in the
velar fricative slot is not a real problem, either.)
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It could perhaps be argued, instead, that the two correspondences involv-
ing/h/ discussed earlier need to be completely reexamined:

Tongan Samoan Rarotongan Hawaiian
h 0 2} 2
h s ? h

According to guiding principle 2, you should reconstruct as the phoneme in
the protolanguage the form that has the widest distribution in the daughter
languages. You might, therefore, want to reconstruct the phoneme /*h/ instead
of /*s/ for the second of these correspondence sets. This would be phonetically
quite reasonable according to guiding principle 1, but doing this would create
problems for your handling of the first correspondence for which you have
already reconstructed /*h/.

This problem could be overcome by suggesting a separate original
phoneme to account for this correspondence, perhaps the voiceless velar
fricative /*x/. Although this would be phonetically reasonable as well, I would
argue against this solution on the grounds that it would violate a fourth
guiding principle that can be set out as follows:

4. A phoneme should not be reconstructed in a protolanguage unless it is shown
to be absolutely necessary from the evidence of the daughter languages.

None of the daughter languages anywhere has an /x/, so you should be auto-
matically suspicious of a solution that suggests an /x/ in the protolanguage.
Keeping this in mind, then, you should reject the revised solution and stick
with the original solution.

Finally, we have the following correspondence:

Tongan Samoan Rarotongan Hawaiian

v v v w

While we would predict /*v/ as the most likely original form for this corre-
spondence on the basis of the distribution of its reflexes, by doing so we would
create an uneven phonemic inventory. As it stands, there is no voiced/voiceless
contrast in the stop or fricative series of Proto-Polynesian (all are voiceless),
and to introduce a single voiced sound here would seem odd. Another odd
thing about the phoneme inventory so far reconstructed for Proto-Polynesian
is the lack of semivowels. We would therefore probably be more justified in
reconstructing /*w/ than /*v/ in this case. The complete original phoneme
inventory that we have reconstructed for Proto-Polynesian now looks some-
thing like this:
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*p *t *k *?
*m *n *p
o kg &h
*]
*r
*w
b T

Xe Yo

Having arrived at the phoneme inventory of Proto-Polynesian by com-
paring the daughter languages, you can now move on to the comparatively
simple task of reconstructing the forms of the individual words. To do this,
you need to list the sound correspondences and set out the original phoneme
that each of these goes back to (table 5.2).

TABLE 5.2 Table of Correspondences

Tongan Samoan Rarotongan  Hawaiian

Vowels

*a a a a a

*e e e e

*i i i i i

*o o

*u u u

Consonants

*p p p P P

*f f f rd h

¥t t t t k

*k k 7 k 7

*s h S 7 h

*7 i o o 2]

*h h %] o %]
I *m m m m m
l *n n n n n

* y n | n

*w v v v w

| | 1 r 1

* o 1 r 1
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5.2.5 Residual Issues

Using the information that is set out in table 5.2, let us try to reconstruct the
word for ‘four’, which is item 15 in the original list of cognates in table 5.1.
The reflexes in the daughter languages of the original word that you are trying
to reconstruct are as follows:

Tongan

a
Samoan a
a
a

[ - I I )

f
f
Rarotongan ?
h

Hawaiian

As you have a word containing three sound correspondences, this indicates
that the original word must have had three original phonemes. What were
those original phonemes? The f : f: ? : h correspondence, if you check from
table 5.2, goes back to an original /*f/. The two a : a : a : a correspondences
point to an original /*a/. So the Proto-Polynesian word for ‘four’ can be
reconstructed as /*faa/.

Now take item 9 in the list of cognatesin table 5.1, which gives the various
words for ‘dodge’. This involves the following correspondences between the

four languages:
Tongan k al o
Samoan T al o

Rarotongan k a r o

Hawaiian ? al o

Again, referring to the list of correspondences in table 5.2, you will find
that the k : ? : k : ? correspondence points to an original /*k/. The a : a
:a : a correspondence, of course, goes back to /*a/. Table 5.2 reveals that
l:1:r [ goes back to /*I/, and finally 0 : 0 : 0 : 0o goes back to /*o/.
So, you can reconstruct the original word for ‘dodge’ in Proto-Polynesian as
/*kalo/.

Although reconstruction of the vocabulary is relatively simple and
straightforward, there are some situations where you cannot be sure of the
original form. If you consider the following example from table 5.1, it should
be clear why this is so:

Tongan Samoan Rarotongan Hawaiian

8. malohi malosi ka?a ?aha ‘strong’

Here you have two clear cognate sets, and both could equally well be recon-
structed back to the protolanguage. On the basis of the Tongan and Samoan

B
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forms, you would be tempted to reconstruct an original word of the form
/*malosi/, while on the basis of the Rarotongan and Hawaiian data, you
would need to reconstruct either /*kasa/ or /*kafa/. All you can do in
such cases is reconstruct both forms and indicate that one of them proba-
bly meant something different, but similar (‘hard’, for instance). But which
of the two was the original word for ‘strong’ is impossible to say, on the
basis of the evidence that you have. The only way to solve this problem
would be to look at the word for ‘strong’ in a larger number of Polynesian
languages.

Another problem that you will sometimes face in reconstructing vocab-
ulary comes when you have incomplete sound correspondences that you are
unable to fill from other correspondence sets in the languages that you are
examining, For instance, imagine that you had only the following forms:

Tongan Samoan Rarotongan Hawaiian

9. — ?alo karo ?alo ‘dodge’

If you did not have a cognate in Tongan (either because the meaning
‘dodge’ is expressed by a completely different form or because the data
itself may be lacking the appropriate form), then you would not be able to
reconstruct a single original form to express this meaning. This is because
the correspondence of Samoan /I/ to Rarotongan /r/ and Hawaiian /l/ could
point equally well to the reconstruction of both /*I/ and /*r/. In order to
be able to decide whether the form should be reconstructed as having /*r/
or /*1/, a Tongan cognate is essential, as this is the only daughter language
that still makes a distinction between the two original phonemes. If we are
faced with a genuine ambiguity in our reconstructions, we can indicate this
by showing that we aren’t sure what the original phoneme was. So, we could
give /*ka(l/r)o/ or /*kaLo/, which would be alternative ways of saying that the
evidence points to either /*kalo/ or /*karo/, and there is no way of making a
choice between the two. Similarly, on the basis of the forms /ka?a/ ‘strong’ in
Rarotongan and /?aha/ in Hawaiian, all we can do is reconstruct /*ka(s/f)a/
or /*ka(S)a/.

Of course, if you refer back to item 9 in the original list of cognate sets
(table 5.1), the Tongan form actually is cognate, and the Tongan word for this
meaning is /kalo/. This indicates that the reconstructed form is unambigu-
ously /*kalo/ rather than /*karo/.

5.3 RECONSTRUCTION OF CONDITIONED
SOUND CHANGES

When you write the rules for the changes from Proto-Polynesian into the
various daughter languages, you will find that all of the changes that have
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taken place are unconditioned sound changes. That is, an original /*s/ always
becomes /?/in Rarotongan, or an original /*r/ always becomes /I/ in Hawaiian.
There are no conditioned changes that have taken place only in certain envi-
ronments and not in others. How does it affect our technique of reconstruc-
tion if there are conditioned sound changes involved, as well as unconditioned
sound changes?

Let us look at some additional data from Tongan and Samoan:

Tongan Samoan
37. fefine fafine ‘woman’
38. fiefia fiafia ‘happy’
39. mo?uja  mauga ‘mountain’

40. tuona?ane tuagane  ‘(woman’s) brother’

41. tuofefine tuafafine ‘(man’s) sister’

The vowel correspondences that we noted before were completely uniform
through all of the languages that we looked at. Thus, on the basis of the
correspondence a : a we reconstructed /*a/, while e : e points to /*e/, and
0 : o points to /*o/. However, these new examples point to two new sets of
vowel correspondences:

Tongan Samoan
e a

o a

Must you therefore reconstruct two separate phonemes for these two
correspondence sets? If you do, they will certainly need to be phonetically
similar to the vowels /e/, /o/, and /a/, yet at the same time they would need
to be different from these three vowels. If you retain these three vowels, then
you could cater for these additional correspondence sets by reconstructing
something like /¢/ for the e : a correspondence, and /o/ for the o : a cor-
respondénce. Your reconstructions for these additional words would end up
looking like this:

37. *fefine ‘woman’
38. *fiefia ‘happy’
39. *motupa ‘mountain’

40. *tuopa(?a)ne ‘(woman’s) brother’

41. *tuofefine ‘(man’s) sister’

One problem with this reconstruction is that you will have violated the
general principle that we should not normally reconstruct a phoneme if that
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phoneme does not occur in any of the descendant languages. Since none of the
Polynesian languages that we have been looking at has a contrast between /e/
and /g/, or between /o/ and /o/, we should be suspicious of a reconstruction
that suggests such a distinction in the protolanguage.

If you examine the distribution of the suggested reconstructed sounds
/*¥e/ and /*5/ with respect to /*a/, you will find that there is, in fact, comple-
mentary distribution. The reconstructed sound /*¢/ only ever occurs in the
third syllable from the end of a word when the following syllable contains the
high front vowel /i/, while /*5/ only occurs in the third syllable from the end
of a word when the following syllable contains the high front vowel /u/. The
vowel /*a/, however, appears in all other environments. To see this, compare
the forms that you have just examined with the following:

Tongan Samoan

1. tapu tapu ‘forbidden’
5. ta?e tae ‘feces’
6. tapgata tapgata  ‘man’
7. tahi tai ‘sea’
8. malohi malosi ‘strong’
9. kalo ?alo ‘dodge’
10. aka a?ta ‘root’
11. ?ahu au ‘gall’
14. afi afi “fire’

This list does not include all of the examples from the original set of cognates
between the two languages, but if you carefully go through the entire list, you
will find that there are no examples in Samoan which end in either /-aCuCV/
or /-aCiCV/.”

What you must do is look for evidence of COMPLEMENTARY DISTRIBUTION
between phonetically similar correspondence sets before you do your final
reconstruction. The correspondence set e : @ occurs only in the third syllable
from the end of a word when the following vowel correspondence involves the
high front vowel /i/, while the correspondence o : a occurs only in the third
syllable from the end of a word when the following vowel correspondence
involves /u/. The correspondence set a : a appears in all other environments.
You therefore need to reconstruct only a single phoneme for these three
correspondence sets. You will not need to modify your reconstruction of /*al/,
and there is certainly no need to reconstruct /*¢/ or /*o/, as Tongan has
undergone a conditioned change of the following form:

o /__ CuCV
a>

e /__ CuCV
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Therefore, after you have set out your sound correspondences between
the daughter languages, you must also do the following, as the fifth and sixth
steps in applying the comparative method:

5. Look for sound correspondences that involve phonetically similar sounds.

6. Foreach of these phonetically “suspicious” pairs of sound correspondences,
you should try to see whether they are in complementary or contrastive
distribution.

This is very similar to what we do in a synchronic analysis of the phonemes of
a language, except that here we are trying to analyze the phonemes of the
protolanguage by using the sound correspondences as the “phonetic” raw
data. We then have to decide which sound correspondences are phonemically
distinctive in the original language and which are just positiunal variants (or
“allo-correspondences” of “correspondence-emes”).

Let us look at another very simple situation that we are already familiar
with to see how to proceed when it comes to reconstructing conditioned
sound changes. We have already seen that in the Motu language of Papua New
Guinea, there has been change of /*1/ to [s] before the front vowels, while in all
other environments it remained as [7]. We wrote this rule formally as follows:

*t> S/_ Vfronl

Rather than working from the protolanguage to the modern language, let
us instead work back from Motu and one of its sister languages, applying
the comparative method that we have been discussing in this chapter. The
sister language that we will look at is Sinaugoro, and the data from these two
languages that we will consider is as follows:®

Sinaugoro Motu

tama tama ‘father’

tina sina  ‘mother’
tayi tai ‘cry’

tui tui ‘elbow, knee’
yita ita ‘see’

yate ase ‘liver’

mate mase ‘die’

natu natu  ‘child’

toi toi ‘three’

Let us apply the technique that [ have just shown you. First, remember
that you have to sort out the cognate forms from the noncognate forms. In
this case, | have already done this, and all of the forms that are given are
cognate. The second step, then, is to set out the sound correspondences. Since
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you are only interested at this stage in the history of [t] and [s], you should
restrict yourself only to correspondences involving these two sounds. (There
are many other correspondences in the two languages where the two sounds
are identical, of course, and there is also a correspondence of Sinaugoro /y/
and /g/ to Motu /o/ (that is, Sinaugoro has a sound where Motu has nothing).
The correspondences that we can find are:

Sinaugoro Motu
t t
t s

There are therefore two sound correspondences here. Does this mean that
you should reconstruct two separate phonemes in the original language? If
you did, these would presumably be /*t/ for the first correspondence and /*s/
for the second correspondence.

However, since the ¢ : ¢ and the ¢ : s correspondences both involve similar
sets of sounds, you should first look for any evidence that there might be
complementary distribution involved. If you cannot find any evidence of
complementary distribution, then you should also look for direct evidence of
contrastive distribution. What you will find when you examine the data is that
the ¢ : s correspondence occurs only when there is a following correspondence
of front vowels (i.e., i : i or e : e), whereas the ¢ : ¢ correspondence occurs
before all other vowel correspondences. If two (or more) correspondence sets
are in complementary distribution in this way, then you should reconstruct
only a single original phoneme for both correspondences, and we again say
that a conditioned sound change must have taken place.

In this case, you would want to reconstruct a /*¢/ using the principle that
you should normally reconstruct the form that has the widest distribution
in the daughter languages. You then need to say that a conditioned sound
change took place in Motu whereby /*t/ became [s] before front vowels,
as you saw earlier. The protoforms from which the Sinaugoro and Motu
forms were derived can therefore be reconstructed as follows (with the p :
o correspondence presumably coming from /*p/ and the y : o correspondence
coming from *y):

*tama ‘father’

*tina  ‘mother’

*tagi  ‘cry’
*tui ‘elbow, knee’
*yita  ‘see’

*yate  ‘liver’
*mate ‘die’
*natu ‘child’

*toi ‘three’
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With these reconstructed forms, it is obvious that Sinaugoro directly reflects
the original forms without change, with Motu being the only innovating
language.

Now that you know that you must check phonetically similar sets of
sound correspondences for complementary or contrastive distribution, you
should go back and check your Polynesian correspondences as well. Which
correspondences should you check for complementary distribution because
of their phonetic similarity? The first obvious pair of correspondences that
you should test are those involving the liquids, for which our earlier recon-
structions were as follows:

Tongan Samoan Rarotongan Hawaiian
11 1 r 1

*r o 1 r 1

Has there been a conditioned sound change in Tongan in which a single
original phoneme was lost in some environments and retained in others?
Or were there indeed two separate protophonemes which have merged in
Samoan, Rarotongan, and Hawaiian?

To test these two possibilities, I will list the full cognate sets in which these
forms occur:

Tongan Samoan Rarotongan Hawaiian

/ / r /
9. kalo ?alo karo ?alo ‘dodge’

12. ?ulu ulu uru — ‘head’

29. palu palu paru nalu ‘wave’

33. laho laso ra?o laho ‘scrotum’

34. lohu lou rou lou ‘fruit-picking pole’
0 / r /

23. huu ulu uru — ‘enter’

26. maa mala mara mala ‘fermented’

35. ogo logo rogo lono ‘hear’

36. ua lua rua lua ‘two’

You will need to test all possible conditioning environments. You should
remember from your study of phonology that when you are looking for pos-
sible conditioning factors for allophones of phonemes, you need to consider
the following:

1. The nature of the sound (or sounds) which follow
2. The nature of the sound (or sounds) which precede

B
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3. The nature of the syllable (i.e., whether open or closed)
4. The position in the word (i.e., whether initial, medial, or final)
5. Any possible combination of such conditiong factors

Let us consider these possible conditioning factors to see if these two sets
of correspondences are in complementary or contrastive distribution.

First, let us look at the nature of the following sound. Immediately after
the first set of correspondences (i.e., / : / : r : [), you will find the following
correspondence sets:

u u u u
a a a a
(o) o o (o)

After the second set of correspondences (i.e., o : / : r : /), you will find the
following vowel correspondences:

u u u u
a a a a
(o) o I O (0]

In fact, you have exactly the same sets of sound correspondences occur-
ring after both liquid correspondences. In order to demonstrate the fact that
there is no complementary distribution, you only need overlap in the two sets
of environments with respect to a single correspondence, and here you have
all three sets of following environments being the same.

Of course, you also have to check all other possible conditioning factors
now that you have checked the following sound, so let us try to find out if it
is the nature of the preceding correspondence which acts as a conditioning
factor. Before the / : / : r : [ correspondence, you will find the following vowel
correspondence sets:

Again, exactly the same two sets of vowel correspondences appear before
the two correspondence sets that you are checking, so there is no complemen-
tary distribution with respect to this environment, either. The third possibility
(i.e., whether the syllable is open or closed) is of little use to you here because
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all of the syllables in these languages are open. You should check the position
in the word. When you do this, you will find that the two sets of correspon-
dences occur both initially and medially. Finally, you should consider the
possibility of there being some more complex conditioning factors. However,
none is apparent.

This evidence means that you are forced to conclude that the two corre-
spondence sets involving liquids are in contrastive distribution and that you
were correct in the first place in reconstructing two separate phonemes. In
fact, you can even find a subminimal pair of words from the data that I have
presented in order to back up this conclusion. (No complete minimal pairs
are available, but perhaps if more data were available we would be able to find
one.) Compare the forms for ‘head’ and ‘enter’; remember that a dash means
that there is no comparable cognate form in the language:

Tongan Samoan Rarotongan Hawaiian
12. ?ulu ulu uru - ‘head’

23. huu ulu uru — ‘enter’

Between the correspondences in which all of the languages have /u/, we
find that both correspondence sets occur. Thus, Tongan has the sequence
fulu/ contrasting with /uu/. So, you can conclude that there was a phonemic
distinction in the original language that goes back to an original submin-
imal pair: that is, /*?ulu/ ‘head’ versus /*huru/ ‘enter’. Although Samoan,
Rarotongan, and Hawaiian have all unconditionally merged the original
distinction between /*1/ and /*r/, the original opposition is still reflected in
Tongan, which has retained the /*I/ and unconditionally lost the /*r/.

Here I have described a means of reconstructing the phonological system
of a protolanguage and also its lexicon. We call this method of reconstruc-
tion the “comparative method.” The comparative method involves carefully
carrying out all of the following steps:°

1. Sort out those forms that appear to be cognate and set aside the noncognate
forms.

2. Write out the full set of correspondences between the languages you are
looking at (including correspondences where the sounds are identical all the
way through). Be careful to note correspondences where a sound in one
language corresponds to ¢ (or the absence of a sound) in another language.

3. Group together all correspondences that have reflexes that are phonetically
similar.

4. Look for evidence of complementary and contrastive distribution between
these suspicious pairs of correspondences.

S. For each correspondence set that is not in complementary distribution with
another correspondence set, assume that it goes back to a separate original
phoneme.
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6. Make an estimation about the original form of the phoneme using the
following criteria:

(a) The proposed original phoneme must be plausible, meaning that the
changes from it to the reflexes in the descendant languages must fit our
knowledge about what kinds of sound changes are common in the
world’s languages.

(b) The sound that has the widest distribution in the daughter languages is
most likely to be the original phoneme.

(c) A sound corresponding to a gap in the reconstructed phoneme
inventory of the protolanguage is also likely to be a possible
reconstruction for one of the correspondence sets.

(d) A sound that does not occur in any of the daughter languages
should not be reconstructed unless there are very good reasons for
doing so.

7. For each group of correspondence sets that are in complementary
distribution, assume that they all go back to a single protophoneme, and use
the same criteria given in item 6 in this list to reconstruct its shape.

5.4 THE REALITY OF PROTOLANCGUAGES

At the beginning of this chapter on the comparative method, I said that the
method involved a certain amount of guesswork but that this guesswork was
intelligent rather than a shab in the dark. But what do our reconstructions
actually represent? Do they represent a real language as it was actually spoken
at some earlier time, or do our reconstructions only give an approximation of
some earlier language?

One point of view is that we are not actually trying to reconstruct the
facts of a language as it was actually spoken when we are applying the
comparative method—nor should we even try to do this. Some linguists argue
that we should not try to suggest any phonetic form of reconstructed original
phonemes deduced from the evidence of sound correspondences between
daughter languages. Rather, what we should do is simply deduce that, in
a particular word, there was a phoneme that was distinct from all other
sounds but we do not know exactly what its phonetic form was. Accord-
ing to this point of view, a “protolanguage” as it is reconstructed is not a
“language” in the same sense as any of its descendant languages or as the
“real” protolanguage itself. It is merely an abstract statement of correspon-
dences.

Other linguists, while not going as far as this, have stated that, while
languages that are related through common descent are derived from a single
ancestor language, we should not necessarily assume that this language really
existed as such. This method allows us to derive a set of hypotheses about
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the protolanguage, but there are numerous ways in which we might run into
problems. We might not be able to reconstruct all the changes (if a change
happened in all the languages, we might not be able to uncover it). We
might not be able to recover allophony in the protolanguage. There are
times when we simply cannot be sure what the original phonetics of the
forms were. A good case is the difference between the Polynesian / : /
cr :land o : [ :r : | correspondences that we looked at earlier. We
reconstructed /*1/ for the first of these correspondences and /*r/ for the
second. However, it is quite possible that we are wrong. In such cases
as these, it would be wiser to regard /*1/ and /*r/ not so much as reli-
able phonetic indications of the original forms but simply as indications
that there was a phonemic distinction of some sort (probably involving
liquids).

Sometimes linguists prefer to avoid making a commitment to a particular
phoneticshape for a protophoneme but at the same time want to avoid assign-
ing totally arbitrary symbols to account for a set of sound correspondences
in the daughter languages. One frequently employed device in these sorts of
situations is to distinguish the protophonemes by which two phonetically
similar correspondence sets are derived by using lowercase and uppercase
forms of the same symbol. In the example that I have just given, for instance,
you could avoid making a detailed claim about the phonetic form of the
protolanguage by arbitrarily reconstructing the correspondence / : / : r : [ as
going back to /*1/, while suggesting /*L/ as the source for the correspondence
o:l:r: /. Byusing the capital letter here, you are saying that this was probably
some kind of liquid, but you are not sure exactly what it was. Another option
in these kinds of situations is to use subscript or superscript numerals, as in
/*][/ and /*]2/

Reading Guide Questions

What do we mean when we say that one form is a reflex of another form?

What are cognate forms?

What is the comparative method?

What is linguistic reconstruction?

What do we mean by “sound correspondences” when applying the

comparative method?

6. What kinds of factors must we consider when reconstructing the phonemes
of a protolanguage from the sound correspondences in the daughter
languages?

7. How can we reconstruct a phoneme if a conditioned sound change has taken
place?

8. In what situations is the comparative method unable to reconstruct a

protolanguage correctly?
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Exercises

1. Write formal rules expressing the changes that have taken place in Tongan,
Samoan, Rarotongan, and Hawaiian, using the explanation in this chapter.
Also state, for each of these changes, whether it is a conditioned or an
unconditioned change, and say whether it is an example of phonemic loss,
addition, shift, split, or merger.

2. Look at the Yimas and Karawari forms in Dataset 4. How do you think the
original forms given on the left for the protolanguage were arrived at? Do you
think they are reasonable reconstructions to make on the basis of the
evidence that you have?

3. Look at the Suena and Zia forms in Dataset 6. Did the ancestral language
have contrastive nasals? Why?

4. Look again at the Suena and Zia forms in Dataset 6. There are some
correspondences between Suena /a/ and Zia /o/. Do these correspondences
require us to reconstruct and additional vowel phoneme? Why?

5. Look at the information in Dataset 7 from the Korafe, Notu, and Binandere
languages and reconstruct the original forms.

6. Examine the data from the northern and southern dialects of Paamese in
Dataset 8 and reconstruct the original language. (It will help if you look at
the rules described in sec. 9.3 in conjunction with this exercise.)

7. Examine the forms in Dataset 10 from the Sepa, Manam, Kairiru, and Sera
languages. Take the language pair Sepa and Manam and say which sets of
forms you think are cognate and which you think are not cognate. Now do
the same for the pair Sepa and Kairiru.

8. Examine the following pairs of cognate forms in Abau and Idam, which are
both spoken in the West Sepik Province of Papua New Guinea. Make an
attempt to reconstruct the form in the protolanguage from which these forms
are descended, and state what changes have taken place.

Abau  Idam

anan anan ‘centipede’
am am ‘place’

ak ak ‘talk’

sak sak ‘snake’
hauk ¢auk ‘lake’

sauk sauk ‘sago jelly’
kwal kwal ‘bangle’

nanak  nanak  ‘get’
naukan naukan ‘branch’
hau ¢$au ‘taro’

auk auk ‘string bag’

nausam nausam ‘dry tree’
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Try to reconstruct the original forms from which the Ndao and the Sawu
forms (from eastern Indonesia) are derived, and state what changes have
taken place in both languages.

Ndao Sawu

haha wawa ‘pig’

silu hilu  ‘wear cloth around waist’
ceo heo  ‘nine’

‘ i

aci ohi one
he?o we?o ‘tongue’
sa?u ha?u ‘breast’
ca?e hate ‘climb’
horu waru ‘moon’
dosi  dohi  ‘sea’

hei wei  ‘give’
somi  homi ‘receive’

¢

hela wela ‘axe’

. Examine the list of cognate forms in Dataset 16 from the Aroma, Hula, and

Sinaugoro languages of the Central Province of Papua New Guinea. Use the
comparative method to reconstruct what you think to be the forms for all of
these words in the protolanguage. Do not forget to look for complementary
distribution among phonetically similar sets of correspondences, to avoid
reconstructing too many protophonemes. (Note that the data have been
slightly regularized to make the problem more workable.) Are there any
words for which you are unable to reconstruct the original form? Why can
you not do this?

Examine the following original forms in the Gamilaraay and Yuwaaliyaay
languages of New South Wales (in Australia). Assume that the original
language had /*1/. Under what circumstances and in what ways did this
change in Yuwaaliyaay?

Gamilaraay Yuwaaliyaay

binu: biju: ‘hole’

buia buja ‘bone’
dua:j dujaj ‘flame’
guiair gujair ‘tall’

jiia jija ‘tooth’
mua:j muja:j ‘cockatoo’
bini bi: ‘chest’

maia ma: ‘hand’
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3 )

jaiaj jaij sun

gaiaj gaij ‘language’
guu nu: ‘he/she’
jum ju ‘dust’

digaia: digaja: ‘bird’
waiaba wajabha ‘turtle’
waitaga:l wajagal ‘left hand’

walawala wajawaja ‘crooked’

12. Examine the following original forms in the Gamilaraay and Wiradjuri
languages of New South Wales (in Australia). Reconstruct the original forms
of these words and write rules that account for the changes:

Wiradjuri  Gamilaraay

dalap dalaj ‘tongue’
guwan guwaj ‘blood’
julap julaj ‘skin’
muiaj muiaj ‘cockatoo’
dulip duli ‘goanna’
dip di: ‘meat’
win wit ‘fire’

gin gi: ‘heart’
dinag dina ‘foot’
guja guja ‘fish’
duran dura ‘bark’
ganary gana ‘liver’
guwarng guwa ‘fog’
mipar mipa ‘what’
pamuy pamu ‘breast’
jilin jili “lip’
nurug puru ‘night’
jizag jila ‘tooth’
galip gali ‘water’

13. Examine the data for Nyulnyulan (Western Australia) in Dataset 15.
Reconstruct the original forms and provide a list of the sound changes that
you hypothesize, espressing them in rule form in as general a form as
possible.
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14. Modem French has the words écoute [ekut] ‘listen to’, étranger [etsaze]
‘foreign’, and ézar [eta] ‘state’, which were copied into English in the past as
scout (i.e., one who listens), strange (i.e., something that is foreign), and state.
At a later stage, English recopied the last two words as estrange (as in
estranged wife) and estate. From the form of these lexical copies in English,
what can you suggest about the history of the three French words given
above?

Further Reading

Ronald W. Langacker, Language and Its Structure, chapter 8, “Genetic Relationships,”
pp- 207-19.

Robert J. Jeffers and Ilse Lehiste, Principles and Methods for Historical Linguistics,
chapter 1, “Comparative Reconstruction,” pp. 17-36.

Theodora Bynon, Historical Linguistics, chapter 1.7, “Phonological Reconstruction
(The Comparative Method),” pp. 45-57.

Hans Henrich Hock, Principles of Historical Linguistics, chapter 18, “Comparative
Method: Establishing Linguistic Relationship,” pp. 556-80; chapter 19, “Com-
parative Reconstruction,” pp. 581-627.

Mark Hale, Historical Linguistics, part I, “Language” and “Language Change”: Pre-
liminaries, pp. 1-48.

Lyle Campbell, “Beyond the Comparative Method.”

Joseph and Janda provide a good compilation in The Handbook of Historical Linguis-
tic of many of the issues discussed briefly here. See especially Robert Rankin’s
chapter “The Comparative Method” (pp. 183-212).

The papers in Durie and Ross, The Comparative Method Reviewed, are further

advanced reading on some of the issues discussed here.



CHAPTER 6
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Determining Relatedness

Up until now, we have assumed that the languages we are discussing are
related, but we have not talked about how to work out whether the lan-
guages are related in the first place. There are two main situations where we
want to investigate the relatedness between languages. One is where we do
not know what relatives a language has, and we want to work out which
languages our study language is related to. The other is where we know
something about the relatives of the language, but we want to find out
which languages our study language is more closely related to. This is called
SUBGROUPING.

Determining relatedness and determining subgrouping are not the same
process, although similar types of evidence can be used in each case. Making
a case that two languages are genetically related primarily involves showing
that they share material which is extremely unlikely to have arisen by chance.
In contrast, showing subgrouping requires showing that the languages have
undergone the same changes. We talk more about these two techniques in this
chapter.

6.1 FINDING FAMILIES

Most of the time, the initial finding of language families is a matter of being in
the right place at the right time. A linguist might notice that some features of
a language resemble something that they know from another language. There
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might be some similar words or some similar affixes. In some cases, it is a
single peculiarity which is so unlikely to be due to chance that it sends the
linguist looking for other similarities.

It will be possible to find some similarities between any pair of languages,
whether or not they are related. This is because there is a finite number of
sounds that each language makes use of; moreover (as we saw in chapter 1),
some types of words are more likely than others to have the same form across
languages. It is not surprising that a very large number of languages have
baby talk words for ‘mother’ that sound something like [moms] or [mama],
since labial nasals are some of the first sounds that babies produce. In other
cases, words might have a similar form and similar meaning purely by chance.
The Mbabaram word for ‘dog’ is dok, almost identical to the English word.
This is not because it is a loan from English; it is a chance resemblance
produced by sound change (the Mbabaram word goes back to something like
*kutaka).

So, given that there may be similarities between languages due to chance
or to universals, what similarities constitute good evidence of linguistic relat-
edness? The best similarities to use are the same types of evidence that we
would use for reconstruction: that is, systematic meaningful correspondences
in lexical items, morphology, and grammar. Specifically:

1. There should be regular correspondences in lexical items. These
correspondences do not necessarily have to involve phonetically similar
sounds. As we saw in sec. 2.9, over time cognate words can look rather
different from one another. But the correspondences do need to be
regular.

2. Correspondences should not be confined to a single area of the language (or
to a single area of grammar). Similarities that are restricted to just one area
of the languages are difficult to interpret. For example, it might be that two
languages have similar pronouns, but there is little else they share. On the one
hand, we could argue that there has been sufficient lexical change that other
similarities have been eroded, leaving only pronouns as the identifiable
cognate items. On the other hand, that explanation begs the question of why
the pronouns alone should remain similar, apparently immune from the
sound and other changes that affected all the other cognate material.

3. Shared suppletive forms are more indicative of a relationship than random
shared items. This is because shared suppletive forms such as “good, better,
best” tend not to be borrowed and are less likely to arise by chance.

These three pieces of evidence together constitute demonstration of
genetic relatedness. We should also consider what similarities do not pro-
vide evidence for relatedness. Nonlinguistic features of speech communities,
such as religion, race, genetics, or cultural practices, provide no evidence for
language classification. Speech communities can and do shift languages, cul-
tural practices, and religion. Another set of similarities which are not evidence

L
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TABLE 6.1 Numbers in Assorted European languages

English Dutch German French Italian  Russian

WAI en ains @ uno adiin
tu: twe: tsvai do due dva
O1i: dri: dwai tswa tre toli
fa: fiir fig katy kwatro  tfitidi
farv feif fynf stk tfigkwe  piat

are typological features such as basic word order, the number of phonemes,
the number of cases, or whether the language has ergative alignment. All
of these features show considerable diversity within known families. They
are therefore not stable enough over time to reveal evidence of deep genetic
relatedness.

Finally, it should be pointed out that we can never prove that two lan-
guages are not related. We can show that there is no evidence of a convincing
sort that any given pair of languages are related, but that doesn’t mean that
the languages are not related at some point in the past, only that we can't
show it with our methods.

6.2 SUBGROUPING

In chapter 5, you learned how to reconstruct earlier stages of a family and to
describe the sound changes that the languages had undergone. By using the
comparative method, we can reconstruct a protolanguage and we can use the
results that it provides to determine which languages are more closely related
to other languages in a family. Compare the words from six Indo-European
languages in table 6.1:! There are enough similarities even here, in the words
for ‘two’ and ‘three’, for example, to suggest that we could justify putting these
six languages into a single language family. However, some other similarities
seem to suggest that English, Dutch, and German are closer to each other
than they are to the other three languages. Similarly, French and Italian seem
to be fairly closely related to each other, while being less closely related to the
others. Finally, Russian seems to stand out on its own. What we can say here
is that we have three SUBGROUPs of the one language family—one containing
the first three languages, one containing the next two, and a final subgroup
with only a single member.

We can represent subgrouping in a FAMILY TREE by a series of branches
coming from a single point. The family tree for the six languages discussed
above would look something like this:
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Proto-Indo-European

e e

Proto-Germanic Proto-Romance Russian

T~ N

English Dutch German French Italian

This diagram can be interpreted as meaning that English, Dutch, and
German are all derived from a common protolanguage (which we can
call Proto-Germanic) that is itself descended from the protolanguage that
is ancestral to all of the other languages (which we can call Proto-Indo-
European). We can therefore offer a tentative definition of a subgroup by
saying that it comprises a number of languages that are all descended
from a common protolanguage that is intermediate between the ultimate
(or highest-level) protolanguage and the modern language, and which, as
a result, are more similar to each other than to other languages in the
family.
In summary, here is a set of procedures for doing subgrouping:

1. Gather data from languages known to be related. (Subgrouping tells you how

various languages are related, not whether or not they are related.)

Reconstruct the protolanguage using the comparative method.

Note the sound changes which have occurred in the history of each language.

Make careful note of the relative chronology inherent in your reconstructions.

Group together the languages which have undergone shared changes (a

period of common development).

6. Remember that the best diagnostic evidence for subgrouping is unusual
change.

7. Draw a family tree which reflects the subgrouping you have worked out.

8. Don’t forget to check your rules.

Sl Sl

6.3 SHARED INNOVATION AND SHARED
RETENTION

Clearly, languages that belong to the same subgroup must share some simi-
larities that distinguish them from other languages in the family that do not
belong to this subgroup. However, the simple fact that there are similarities
does not necessarily mean that two languages belong in the same subgroup.
If we say that two languages belong in the same subgroup, we imply that they
have gone through a period of common descent and that they did not diverge
until a later stage in their development.

Similarities between languages can be explained as being due to either
shared retention from the protolanguage or shared innovations since the time
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of the protolanguage. If two languages are similar because they both have
some feature that has been retained from the protolanguage, you cannot use
this similarity as evidence that they have gone through a period of com-
mon descent. The retention of a particular feature in this way is not signif-
icant because you should expect a large number of features to be retained
anyway.

However, if two languages are similar because they have both under-
gone the same innovation or change, then you can say that this is evidence
that they have had a period of common descent and that they therefore do
belong to the same subgroup. You can say that a shared innovation in two
languages is evidence that those two languages belong in the same subgroup
because exactly the same change is unlikely to take place independently in
two separate languages. By suggesting that the languages have undergone a
period of common descent, you are saying that the particular change took
place only once between the higher-level protolanguage and the intermedi-
ate protolanguage which is between this and the various modern languages
that belong in the subgroup. Other changes then took place later in the
individual languages to differentiate one language from another within the
subgroup.

If you look back to the reconstructions that you made for Proto-
Polynesian in chapter 5, you will see that Samoan, Rarotongan, and Hawaiian
have all undergone unconditional loss of the original phonemes /*h/ and /*?/.
This suggests that Samoan, Rarotongan, and Hawaiian all belong together
in a subgroup of Polynesian from which Tongan is excluded. Between Proto-
Polynesian and the intermediate ancestor language from which these three
languages are derived (but not Tongan), there was an intermediate protolan-
guage, which we can call Proto-Nuclear Polynesian:

Proto-Polynesian

/\

Tongan Proto-Nuclear Polynesian

/\

Samoan Rarotongan Hawaiian

While it is shared innovations that we use as evidence for establishing
subgroups, certain kinds of innovations are likely to be stronger evidence
for subgrouping than other kinds. As I have just said, subgrouping rests on
the assumption that shared similarities are unlikely to be due to chance.
However, some kinds of similarities between languages are in fact due to
chance; that is, the same changes do sometimes take place quite indepen-
dently in different languages. This kind of situation is often referred to
as PARALLEL DEVELOPMENT or DRIFT. One good example of drift is in the
Oceanic subgroup of the Austronesian family of languages (which includes
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all of the Polynesian languages, as well as Fijian, and the Austronesian lan-
guages of Fiji, Vanuatu, New Caledonia, Solomon Islands, and Papua New
Guinea). In Proto-Oceanic, word-final consonants were apparently retained
from Proto-Austronesian. However, many present-day Oceanic languages
have since apparently lost word-final consonants by a general rule of the
form

*C>ol __#

The fact that many Oceanic languages share this innovation is not sufficient
evidence to establish subgroups. Loss of final consonants is a very common
sort of sound change that could easily be shared by to chance, and the same
sound change occurs in Oceanic, as well as in some languages that we would
not otherwise want to call Oceanic languages. In the Enggano language,
spoken on an island off the coast of southern Sumatra, final consonants were
also lost, but we would not necessarily want to say that this language belongs
in the Oceanic subgroup as this language shares no other features of Oceanic
languages.

In classifying languages into subgroups, you therefore need to avoid the
possibility that innovations in two languages might be due to drift or par-
allel development. You can do this by looking for the following in linguistic
changes:

1. Changes that are particularly unusual.

2. Sets of several phonological changes, especially unusual changes that would
not ordinarily be expected to have taken place together.

3. Phonological changes that correspond to unconnected grammatical or
semantic changes.

For example, if Samoan, Rarotongan, and Hawaiian only shared the single
change whereby /*h/ was lost, it might be possible to argue that this is purely
coincidental, especially as the loss of /h/ is a fairly common sort of change
anyway. However, as these three languages also share the change, we can
argue that coincidence is less likely to be the explanation and that these three
languages are indeed members of a single subgroup.

If two languages share a common sporadic or irregular phonological
change, this provides even better evidence for subgrouping those two lan-
guages together, as the same irregular change is unlikely to take place twice
independently. One piece of evidence that can be quoted for the group-
ing of Oceanic languages into a single subgroup of Austronesian is the
irregular loss of /*r/ that has taken place in the Proto-Austronesian word
/*mari/ ‘come’. On the basis of evidence from the present-day Oceanic lan-
guages, we can reconstruct the form /*mai/ ‘come’ in Proto-Oceanic. On
the basis of the reconstructed Proto-Austronesian form /*mari/, however,
we would have expected the Proto-Oceanic form to be /*mari/ instead of

| S
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/*mail. Proto-Oceanic appears to have lost this sound in just this single
word to produce an irregular reflex of /*mari/. It is highly unlikely that
every single Oceanic language would have independently shifted /*mari/
to /*mai/, so we conclude instead that this irregular change happened
just once, between Proto-Austronesian and Proto-Oceanic, and that the
modern Oceanic languages reflect this irregularity as a retention from
Proto-Oceanic.

The Oceanic subgroup of the Austronesian family has not been estab-
lished on the basis of just this single innovation, even though it is an irregular
one. Several other regular phonological changes have also taken place at the
same time. These include the following:

*3 > o
*b > p
*g > k

These involve a change of schwa to /o/, as well as the devoicing of stops,
so parallel development is unlikely to be the explanation. We can therefore
conclude that any Austronesian language that shares all of these innovations
is a member of the Oceanic subgroup.

The pair of shared innovations that I gave earlier in Samoan, Raroton-
gan, and Hawaiian are also better evidence for subgrouping than just a single
change. For instance, both Tongan and Hawaiian have undergone a shift of
/*s/ to /h/. It would contradict the conclusion that I just reached to say that
Tongan and Hawaiian belong to a single subgroup on the basis of this shared
innovation. Where there is information that is consistent with competing
subgrouping interpretations, we should evaluate this and see which solution
is the most reasonable one. The fact that the first conclusion was reached
on the basis of a pair of shared innovations whereas the second conclusion
would have to be based on just a single innovation makes the first conclusion
a more reliable one. We must simply conclude that both Tongan and Hawaiian
independently changed /*s/ to /h/ at separate times in history after the two had
diverged.

Finally, if we can match phonological innovations with shared grammat-
ical or semantic innovations, then we can argue that we have good evidence
for putting the languages that share these features into the same subgroup.
Although the grammatical reconstruction of Proto-Austronesian is much less
well developed than its phonological reconstruction, some linguists argue
that many aspects of the basic clause structure of Oceanic languages are
different from the structure of Proto-Austronesian. If this turns out to be
confirmed, then this would be further evidence for the existence of an Oceanic
subgroup.

When we speak of subgroups of languages, it is possible to speak
of higher-level subgroups and lower-level subgroups. As you have seen,
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languages that belong to a subgroup within a single language family have
experienced a period of common descent. However, it is possible for languages
within a single subgroup of a larger language family also to be subgrouped
together on the basis of shared innovations. This means that we can speak
of subgroups within subgroups. For instance, there are strong arguments for
saying that the Polynesian languages represent a separate subgroup within
the Oceanic subgroup, on the basis of their shared phonological, lexical,
and grammatical innovations. In this kind of situation, we can speak of
Oceanic being a higher-level subgroup, while the Polynesian languages con-
stitute a lower-level subgroup. Languages that belong together in higher-
level subgroups therefore divergedrelativelyearly, while lower-level subgroups
involve later developments. Of course, the Polynesian languages can be fur-
ther subgrouped into even lower level subgroups again, and I have already
indicated that we can justify a subgroup consisting of Samoan, Rarotongan,
and Hawaiian, as well as a Western Polynesian subgroup, of which Ton-
gan is a member. We could represent the different levels of subgrouping as
follows:

Proto-Austronesian

/\

Other Austronesian Proto-Oceanic

//\

Other Oceanic Proto-Polynesian

/\

Proto-Western Polynesian Proto-Nuclear Polynesian

Tongan, etc. Samoan, Hawaiian, etc.

6.4 LONG-DISTANCE RELATIONSHIPS

One area of historical linguistics which makes the news from time to time are
the long-distance proposals for very archaic relationships between families.
Work by Greenberg, Ruhlen, and others is often mentioned here, but there is
quite a lot of work in this vein.

It is intuitively very appealing to wish to trace the linguistic ancestry of
as many groups as possible. After all, wouldn’t it be great if we could not only
show that we once all spoke the same language but also reconstruct aspects
of it? And if we could work out what the major splits and intermediate pro-
tolanguages were, just as we can for more recent families like Indo-European,
Austronesian, or Algonquian? Such information would be really useful for

-,
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prehistory. It would also be great to have language family data going back tens
of thousands of years, because then we could correlate the linguistic results |
with genetic data. «

Several methods are commonly used for long-range comparisons. One |
is to compare protolanguages. That is, if we want to find out the properties
of a putative ancestor language of Indo-European and Finno-Ugric lan-
guages, wouldn’t we be saving time if we just compare our reconstructions
for Proto-Indo-European and Proto-Finno-Ugric? However, remember that
protolanguages are hypotheses for prior forms; they aren’t “real” languages:
they are fragments of hypothesized languages: Therefore, comparing them
as though they were real languages greatly increases the chances of flawed
comparisons.

Another method for finding long-distance relationships is called “mass
comparison.” It was developed by Joseph Greenberg (see, for example,
Greenberg [1963, 1987]). It relies on finding similarities between languages
under a much less strict basis for comparison than the comparative method.
The same problems that we identified in comparing protolanguages are the
basis for mass comparison. If the signal is very weak at great time depth, the
idea is that we should relax semantic or phonological identity constraints in
order to get more data and to “boost” the signal.

There have been many criticisms of mass comparison and related meth-
ods. A fair number of the criticisms reduce to data problems. Many etymolo-
gies for long-range relationships are CVC or CV syllables. Combined with
the relaxation in semantic identity, this allows for lots of potential “cognates”
but no way for identifying better potential cognates than others. Relaxing
strictness for the initial comparison makes it difficult to tell what are real
cognates and what are chance resemblances. A good off-the-cuff test for a
long-range proposal is to see if you can add “cognates” from your favorite
language which is not proposed to be part of the phylum. For example, there
are about as many Amerind “cognates” in the Australian language Bardi as
there are for the average Amerind language. One of the advantages of the
comparative method is that it can rule in and rule out languages from a
particular hypothesis of relatedness. If a long-range proposal is sufficiently
permissive that any language can be potentially part of the family, there is no
evidence for the proposed family itself.

Tempting as it might be to look tens of thousands of years back into
the past, we can’t do that with linguistic data at this stage. There are two
reasons for this. First, reliable methods where we can build a good case
for relationship require a certain strength of signal in the data. We need
regular correspondences to make the case (as we saw in sec. 6.1), and after a
certain period of time, and in certain language-contact conditions, the signal
decays very quickly. That is, after a certain amount of time, enough changes
build up that there are too few recurrent correspondences. Reliable methods
cannot reach far back enough in time to let us reconstruct proto-world.

L
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The second reason is that none of the methods advanced as alternatives to
the comparative method can distinguish between random fluctuations and
chance resemblances on the one hand and genuine remote cognates on the

other.2

Reading Guide Questions

B W N —

. Why can’t we prove conclusively that two languages aren’t related?

. What is a subgroup?

. What is the difference between a shared retention and a shared innovation?

. Why can similarities between languages that are due to shared retentions not

be used as evidence for subgrouping?

. What is drift or parallel development? How does this affect the way we go

about deciding on subgroups?

. What sorts of innovations are the best kind of evidence for subgrouping?

Exercises

Pick two dictionaries of other languages at random from your university
library. Look up 30 words of basic vocabulary in each and compare them.
Are the languages likely to be related? Why or why not? What are the
problems in using a method like this?

. Look at the Korafe, Notu, and Binandere forms in Dataset 7. On the basis of

the reconstruction of the changes from the protolanguage that you worked
out in the exercises at the end of chapter 5, would you say that Notu belongs
to the same subgroup as Korafe or Binandere? Why?
Look back at the reconstruction of the protolanguage for Aroma, Hula, and
Sinaugoro that you did in the exercises for chapter 5 (Dataset 16). What
subgrouping hypothesis can you make for these three languages on the basis
of shared innovations?
Look at the Nyulnyulan data in Dataset 15. What subgrouping is suggested
from the data? What are your reasons for your hypothesis?
Look at the forms in Proto-Gazelle Peninsula (New Britain, Papua New
Guinea) in Dataset 17. What is the subgrouping of the four speech
communities that are represented? Give the justification for the answer that
you propose. (Note that the superscript vowels represent phonetically
reduced sounds that are nearly voiceless, and not stressable.)
Look at the following data from six different languages and answer the
questions:

a. How many language families are represented in these data?

b. What are your reasons for saying this?
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. The following data come from four languages spoken in the area of Cape

.
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¢. What factors can you suggest to account for the similarities between
languages that you say do not belong to a single family?

A B C D E F

mwana  mwana umwana baceh anak bata ‘child’
lia dila lila gijeh triak ijak ‘ery’
nwa nua nwa nufidan  minum inum ‘drink’
moto tija umulio atef api apoj ‘fire’
nne ia ne ceher ompat  ampat ‘four’
kilima mongo  ulupili tel bukit  bukid ‘hill’
ceka seva seka xendidan tortawa tawa ‘laugh’
mguu kulu ukuulu saq kaki pa ‘leg’
mdo mokoba umulomo laeb bibir  bibig ‘lip’

mtu muntu umuntu merd orar) tau ‘man’
habari nsangu  iceevo x&har kabar  balita ‘news’
moja mosi mo jek satu isa ‘one’
nabii mbikudi umusimicisi nabij nabi propetas  ‘prophet’
mvua mvula imfula baran hujan  ulan ‘rain’
merikebu maswa  ubwato markeb kapal  bapor ‘ship’
dhambi  masumu icakuvifja  zamb dosa kasilanan ‘sin’
askari kinwani icita askaer askar  suldado  ‘soldier’
kidonda  mputa icilonda zZexm sakit  sakit ‘sick’
hutoba maloyi  isiwi xutbah xutbah salita ‘speech’
hadhithi pana icisimicisjo  hadis cerita  istoria ‘story’
hekalu kinlongo itempuli haejkil rumah  templo ‘temple’
tatu tatu tatu seh tiga tatlo ‘three’
mti nti umuti daeraext pohon puno ‘tree’
bili zole vili do dua dalawa  ‘two’

York in northern Queensland in Australia. Examine the reconstructed
protolanguage and the descendant forms, and suggest a subgrouping
hypothesis on the basis of the shared innovations. There is one set of changes
which is problematic for an otherwise strong subgrouping hypothesis. What
original sound is involved? Can you suggest one or more solutions to this
problem (in the abstract)?




Proto-Cape Atampaya
York

*kaca yata
*kantu yantu
*pugku wunku
*nagka nanka
*juku juku
*pinta winta
*pupga wupa
*cipa lipa
*wapun wapun
*wujpu wujpu
*ujpup ujpup
*ajpan ajpan
*calan lalan
*pantal wantaw
*1antal 1antaw
*pili wili
*upka Iunka
*1a 1
*1upal Iupaw
*1ucu Iutu
*pilu wilu
*pupu wupu
*pampu pampu
*maji maji
*nukal nukaw
*mina mina
*wup —
*1apan 1apan
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Angkamuthi  Yadhaykenu Wudhadhi

ata ata — ‘rotten’
antu antu antu ‘canoe’
wupku wupku — ‘knee’
apka apgka anka ‘mouth’
juku juku —_ ‘tree’
winta winta inta ‘arm’
wupa wuga upa ‘sun’
jipa jipa — ‘liver’
apun apu apun ‘head’
ujpu ujpu ujpu ‘bad’
ujpup ujpup ujpuj ‘fly’
ajpan ajpan ajpaj ‘stone’
jalan jala alan ‘tongue’
wanta: wanta: — ‘yam’
janta: janta: — ‘road’
wili wili — ‘run’
jupka jupgka upka ‘ery’

ja ja — ‘throw’
jupa: jupa: — ‘white’
jutu jutu utu ‘dead’
wilu wilu ilu ‘hip’
wupu wupu upu ‘buttocks’
ampu ampu ampu ‘tooth’
aji aji aji ‘food’
uka: uka: ukal ‘foot’
ina ina ina ‘meat’
— iwun iwuj ‘ear’
japan japa — ‘strong’

. You have seen that subgrouping depends on being able to distinguish shared
innovations from shared retentions in the protolanguage. Features are
reconstructed in the protolanguage partly on the basis of the extent of their
distribution in the daughter languages, as you learned in chapter 5. What
methodological problem do we face here?
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9. Consider the following pieces of evidence for a putative language

relationship. Is it convincing? Why or why not? Does all the evidence point in

the same direction?

a. There are 10 languages in the putative family. Seven are spoken in the

same valley, while the other three are spoken several hundred miles
away, to the north and east.

b. The proposal for relatedness among these languages was initially made

by a famous full professor.
c. All the languages have a plural marker, -ap.
d. Eight of the ten languages have verb serialization.
e. All the languages spoken in the valley have the word [k &t’3am] for
‘saltbush’ and [sipk"™'a3at] for ‘peat’.

f. Half the languages show a peculiarity in morphology where the order

of subject and object agreement markers is reversed in the past
causative. It is usually subject-tense-mood-root-aspect-object, but in
the causative the order is object-tense-mood-causative-root-aspect-
subject.

g. Two widely separated languages show resemblances in approximately

35 percent of their basic vocabulary.
10. The following families are some recent proposals for long-distance

relationships. Pick one of these hypotheses and find out something about it.
Who originally proposed it? What was the basis for the proposal? Has there

been any debate about it? Has the proposal been stable, or have different
language families been included at various times?

Altaic Japanese-Austronesian
Australian Macro-Jé

Austric (Austro-Asiatic and Austronesian) Na-Dené

Basque-Caucasian Nostratic
Eskimo-Aleut-Austronesian Penutian
Hokan Trans-New Guinea

Indo-Uralic

Further Reading

Lyle Campbell, American Indian Languages, chapter 2, “The History of American

Indian (Historical) Linguistics,” pp. 26-89.

Stefan Georg and Alexandr Vovin, “From Mass Comparison to Mess Comparison.”

James A. Matisoff, “On Megalocomparison.”

Claire Bowern and Harold Koch, “Introduction” to Australian Languages, pp. 1-16.
Lyle Campbell and William Poser, Language Classification, chapters 9 (“Assessment
of Proposed Distant Genetic Relationships”) and 10 (“Beyond the Comparative

Method?”), pp. 234-329.
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Internal Reconstruction

In chapter5, you learned how to apply the comparative method to
reconstruct an earlier form of an unrecorded language by comparing the
forms in the various daughter languages that are descended from it. How-
ever, the comparative method is not the only method that you can use to
reconstruct linguistic history. A second method of reconstruction known as
INTERNAL RECONSTRUCTION allows you to make guesses about the history of
a language as well. The basic difference between the two methods is that
in the case of internal reconstruction, you reconstruct only on the basis of
evidence from within a single language, whereas in the comparative method,
you reconstruct on the basis of evidence from several different languages
(or dialects). With the comparative method you arrive at a protolanguage
from which two or more languages (or dialects) are derived, while with the
internal method of reconstruction, you simply end up with an earlier stage
of a language. We can call this stage of a language that you have reached by
internal reconstruction a PRELANGUAGE.

Internal reconstruction is often used in morphological reconstruction
for making inferences about prior morphological stages. However, it is also
used in reconstruction in syntax, and the results from grammaticalization
theory are often used in conjunction with arguments from internal recon-
struction in syntax. In this chapter, though, we talk only about internal
reconstruction in morphology. I cover internal reconstruction in syntax in
sec. 12.3.

121



122 AN INTRODUCTION TO HISTORICAL LINGUISTICS

7.1 USING SYNCHRONIC ALTERNATIONS

The Dutch linguist van der Tuuk (1971:xliii) once said: “Every language is
more or less a ruin.” What he meant was that as a result of changes having
taken place, some “residual” forms are often left to suggest what the original
state of affairs might have been. Applying the method of internal reconstruc-
tion is in some sense similar to the science of archeology. In archeology we
use the evidence of the present (i.e., the covered remains of earlier times)
to reconstruct something of the past. Archeology does not enable us to
reconstruct everything about the past—only those facts that are suggested
by the present-day “ruins” from the past.

Let us now look at an example of a linguistic change that has taken
place in a language and see what sorts of ruins it leaves in the modern
language. The language that we consider here is Samoan. This language has
verbs that appear in both intransitive and transitive forms. The intransitive
form is used when there is no following object noun phrase, and verbs in
this construction involve the bare root with no suffixes of any kind. In the
case of transitive verbs (which are used when there is a following object
noun phrase), there is a special suffix that is added to the verb. In Samoan,
different transitive verbs take different suffixes, as shown by the following
examples:

Intransitive Transitive

inu ‘drink’ inu-mia ‘drink (something)’
pau ‘break’ pau-sia ‘break (something)’
mata?u ‘afraid’ mata?u-tia ‘fear (something)’
tani ‘weep’ tapi-sia ‘weep for’

alofa ‘love’ alofa-yia  ‘love (somebody)’
fua ‘weigh’ fua-tia ‘weigh (something)’
ole ‘cheat’ ole-pia ‘cheat at’

sila ‘look’ sila-fia ‘see’

Samoan has a variety of suffixes to mark exactly the same function, including
the following: /-mia/, /-sia/, /-tia/, /-nia/, and /-fia/. This variety in the transi-
tive suffixes is the result of a sound change that took place at some time before
the emergence of modern Samoan.

From comparative evidence, we know that the verb roots of the language
that Samoan is descended from originally ended in both vowels and conso-
nants. For instance, compare the following forms in Samoan and the distantly
related language Bahasa Indonesia:
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Bahasa Indonesia Samoan

minum inu ‘drink’
takut mata?u ‘afraid’
tanis tapi ‘weep’

There is also comparative evidence to suggest that transitive verbs were
once marked by adding the special suffix /-ia/ to the verb. Then there was
a general change in the history of Samoan by which final consonants were
lost. When the final consonants were lost, they disappeared in the intransitive
forms of the verb but were retained in the transitive forms because when the
suffix /-ia/ was added, the consonants were no longer at the end of the word
but in the middle.

Now that, in Samoan, there were no longer any consonants at the ends
of words, the consonants that were retained in the transitive forms of the
verb came to be reanalyzed as part of the following suffix instead of being
part of the root. So, what was originally a suffix with a single form has now
developed a wide range of different forms, or ALLOMORPHS, as a result of a
single sound change having taken place. These allomorphs are morpholog-
ically conditioned, which means that each verb must be learned with its
particular transitive suffix, and there is nothing in the phonological shape
of the verb that gives any clue as to which form of the suffix the verb will take.
These changes are set out as follows:

Pre-Samoan Samoan
Intransitive Transitive Intransitive Transitive
*inum *inum-ia inu inu-mia ‘drink’
*paus *paus-ia pau pau-sia ‘break’
*mata?ut  *mata?ut-ia mata?u mata?u-tia ‘fear’
*tapis *tapis-ia tapi tapi-sia ‘weep’
*alofay *alofag-ia  alofa alofa-yia  ‘love’
*fuat *fuat-ia fua fua-tia ‘weigh’
*olep *oley-ia ole ole-pia ‘cheat’
*silaf *silaf-ia sila sila-fia ‘see’

In talking about this problem, I have used the knowledge that I already
have about the history of Samoan from comparative evidence to help you
understand what has happened in the development of the transitive suffixes
in the language. However, it would have been possible to make the same
reconstruction on purely internal evidence. What you do when you apply
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the internal method of reconstruction is to look at cases of morphological
alternation (or allomorphs of morphemes), and you work on the assumption
that unusual or complex distributions of allomorphs may well go back to a
simpler state of affairs than you find in the modern language.

The distribution of the different forms of the transitive suflix is complex,
in that each verb has to be learned along with its transitive counterpart, and
there are no general rules that can be learned to help a speaker of the lan-
guage. It is relatively unusual for languages to leave so much for the learner to
have to remember, so you could assume that in Pre-Samoan the language was
somehow more “learnable” and that this earlier, simpler system has broken
down because of some sound change having taken place. The unpredictability
in the Samoan data does not lie in the vowels as these are consistently-ia.
What needs explanation is the existence of the preceding consonants. If you
assume that the consonants were originally part of the root and there was
a later loss of word-final consonants, then this gives a very simple picture of
Pre-Samoan morphology, and it involves a natural sound change (i.e., the loss
of final consonants).

Let us look at some data from a different language—German. The
change that we will be dealing with is the devoicing of stops word finally that
we looked at in chapter 2. In modern German, the plural of certain nouns
is formed by adding the plural suffix /-o/, while in other nouns, the plural
is formed by adding the suffix /-o/ and at the same time changing the final
voiceless consonant to the corresponding voiced consonant. So, compare the
following singular and plural nouns in German:

Singular Plural

laut lautos  ‘sound’
bo:t boito  ‘boat’
ta:k taigo  ‘day’

hunt hunds ‘dog’

Here again, you can see that there is complexity in the morphological alter-
nations of the language, and you should ask yourself if this complexity could
reasonably be derived from an earlier, more simple way of forming the plu-
ral. The suftix /-o/ is common to all forms, so you can assume this to be
original. You should note, however, that some plurals have preceding voiced
consonants and some have preceding voiceless consonants, whereas the sin-
gular forms all have final voiceless consonants. By assuming that the plural
roots represent the original forms of the roots, you can say that the singular
forms have undergone a change of final devoicing according to the following
rule:

>k(:[wiu'zl] = C[mi(‘&'/('c.\] / —#
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Clearly, the consonants in the plural would have been “protected” from this
rule by the presence of the following plural suffix, and this is why they did not
undergo devoicing.

To be sure, not all cases of morphological alternation can be recon-
structed as going back to a single original form that “split” as a result
of a sound change taking place. The important point to keep in mind is
that the modern alternations must be derivable from an original form by
means of reasonable kinds of sound changes. So, while you might want to
reconstruct the /-s/, /-z/, and /-oz/ markers of the plural of English nouns
as going back to something simpler in the past because of their phonetic
similarity, you would be unlikely to reconstruct irregular plurals such as the
following as being derived from the same source (however we might want to
reconstruct it):

Singular Plural

foot feet
goose  geese
man men
woman women
child children

louse lice

Forms that are as divergent as this must clearly go back to irregular forms
even in Pre-English.

7.2 INTERNAL RECONSTRUCTION AND
INDO-EUROPEAN LARYNGEALS

One famous example of internal reconstruction involves reconstructed conso-
nants in Indo-European known as LARYNGEALS. In this case, these consonants
were reconstructed on the basis of internal patterns in ancient Greek, as
well as comparative evidence with other Indo-European languages. Here we
consider only the internal Greek evidence.

Many Ancient Greek words show alternations in their roots, as well as
inflection for prefixes and suffixes. Consider the following words.! I have put
the alternating part of the word in bold face.

leipo leloipa elipon ‘leave’
eido oida idmen  ‘know/see’

eleusomai eléloutha éEluthon ‘come’
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reima (ro-o0s) (< rouos) perirrutos ‘stream’
menos  memona memasan (< memnsan) ‘think’
patera  eupatora patrasi ‘father’
petomai potanos (winged) eptomén ‘fly’

In these words you can see that there is a regular pattern. In the first column,
the words have an [e] vowel (e.g., leip). In the second column, they all have
an [o] vowel (e.g., loip). In the third column, however, there is nothing. You
can see this particularly in the last word, by contrasting petomai ‘I fly’ and
potanos ‘winged’ with eptomén ‘I flew’. This pattern can be summarized as
follows:

€:0:0
Now, consider the alternations in these words:

«

tithémi thémos thetos ‘put’

histami — statos  ‘stand’
phami phéna phatos ‘say’
didomi doron  dotos  ‘give’

poma — potos  ‘drink’

In these data, there is a similar but not identical pattern. Here, instead of the
e : 0 : @ vowel alternation patterns, we have the following:

o
o1

:€

o
(o]}

-a

o

(o]

=N0)

Now, is it possible to reconcile these two patterns? Yes. There is one other
difference to note about the e : 0 : @ pattern versus the second pattern with
long vowels. In the first case, the stems that alternate are basically all CVC
(leip : loip : lip; men : mon : mn [with subsequent *n > al; pet : pot : pt;
and so on). But in the second set of data, the stems look like they have the
form CV: (thé : tho : the, etc). Therefore, we could propose that the words
in the second set used to also have the structure CVC and exhibit the e : 0 :
o pattern, but they also contained another segment which has subsequently
been lost. We might want to represent this as CeX : CoX : CX. We would
also have to assume that the segments in question caused the vowels to
undergo compensatory lengthening and that the realization of the vowels was
affected by the following segment. One type seems only to have lengthened
the preceding vowel, but the second type seems to turn an **e into an *a, and
the third to turn an **o into an *o. (The double asterisks here mean that the
reconstruction is an internal reconstruction within the protolanguage.)
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The second set of data leads us to reconstruct three subcases of the
alternation, as follows:

eE: oE iE
eA:0A: A
e0:00:0

That is, in words like the root for ‘put’, we have something that gives us
an [e] vowel when it appeared alone. In words like the root ‘stand’, we have
something that gives an [a] vowel, and in the case of the ‘give’ root, something
that gives [0]. The “something” has come to be known as a laryngeal because
the missing segments were most likely glottal, laryngeal, or pharyngeal frica-
tives. These days, the laryngeals are most commonly written as /; for the
E-producing laryngeal, /i, for the A4-producing laryngeal, and /3 for the
O-producing laryngeal.

This reconstruction is originally due to Ferdinand de Saussure, and it
was very controversial at the time. However, the decipherment of Hittite
texts provided external support for the reconstruction. Anatolian languages
(the subgroup of Indo-European to which Hittite belongs) have a consonant
written as /i in many of the places where Saussure predicted a laryngeal. Two
examples are given here:

Creek Latin Hittite English  Proto-Indo-European

anti ante hant- (forehead) before *hsenti

ovis hawi  (Luwian) sheep  *hsewi-

7.3 LIMITATIONS OF INTERNAL
RECONSTRUCTION

The internal method of reconstruction has a number of inherent limitations,
and it is for this reason that it is not used nearly as much as the com-
parative method in reconstructing the history of languages. For one thing,
it clearly does not take us back as far in time as does the comparative
method. It’s also much less reliable, as we’ll see below. For these reasons,
you would normally consider using the internal method only in the following
circumstances:

1. Sometimes, the language that you are investigating might be a linguistic
isolate; that is, it may not be related to any other language (and is therefore in
a family of its own). In such a case, there is no possibility of applying the
comparative method as there is nothing to compare this language with.
Internal reconstruction is therefore the only possibility that is available.
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2. Sometimes, similarly, the language you are studying is so distantly related to
its sister languages that the comparative method is unable to reveal very
much about its history. This would be because there are so few cognate words
between the language that you are working on and its sister languages that it
would be difficult to set out the systematic sound correspondences.

3. You may want to know something about changes that have taken place
between a reconstructed protolanguage and its descendant languages.

4. Finally, you may want to try to reconstruct further back still from a
protolanguage that you have arrived at by means of the comparative method.
The earliest language from which a number of languages is derived is, of
course, itself a linguistic isolate in the sense that we are unable to show that
any other languages are descended from it. There is no reason why you
cannot apply the internal method of reconstruction to a protolanguage, just
as you could with any other linguistic isolate, if you wanted to go back still
further in time.

Apart from the fact that the internal method is restricted in how far back
in time it can take us, there are some other limitations that are inherent to
the method. As I showed you in the previous section, this method can usually
only be used when a sound change has resulted in some kind of morphological
alternation in a language. Morphological alternations that arise as a result of
sound change always involve conditioned sound changes. If an unconditioned
sound change has taken place in a language, there will be no synchronic
residue of the original situation in the form of morphological alternations,
so the internal method will be unable to produce results in these kinds of
situations. (We might be able to infer, from gaps in the phoneme system of
the language or from frequency distributions of phonemes, that a change
had taken place, but we would not necessarily be able to work out which
sounds it affected. For example, if a language has no /b/ phoneme, and there
are twice as many instances of the phoneme /w/ as there are of /p/, we'd
be justified in assuming a sound change of /*b/ > w in the history of the
language. But we wouldn’t be able to recover which words had /*b/ and which
had /*w/.

Another kind of situation in which the internal method may be
inapplicable—or worse, where it may even lead to false reconstructions—is
when intermediate changes are affected by other later changes, with the first
changes leaving no traces in the modern language. For example, in modern
French, there are morphological alternations of the following kinds:

Noun Verb
nd ‘name’ nome ‘to name’
& ‘end’ finig  ‘to finish’

‘one (masc.)’ yn ‘one (fem.)’

=]
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On the basis of these alternations, you would be justified in reconstructing the
Pre-French of the forms of the words in the left-hand column as having had
the following original shapes:

*nom ‘name’
*fin  ‘end’

In order to account for the forms of the modern nouns in French, you
would need to reconstruct a number of sound changes. (Although I have not
given a large number of examples here, you can assume that these changes will
account for a large number of other forms in the language which undergo the
same kinds of alternations.) The first change would be that vowels preceding
word-final nasal consonants underwent assimilatory nasalization. Follow-
ing this would be a change whereby word-final nasal consonants were lost.
Finally, you would need to reconstruct a rule that lowered nasalized vowels
from high to mid. Thus, we could reconstruct the following sequence of events
in the history of French:

Pre-French *nom *fin *yn
Vowel nasalization ndm fin yn
Nasal deletion nd fi y
High-vowel lowering — fe ¢

Modern French nj fe ¢

While these changes all seem to be perfectly plausible, they are in fact
not supported by the written evidence that we have for the development
of the French language. Written evidence indicates that the changes that
actually took place were somewhat more complicated than this. First, the
vowel nasalization rule did not apply as I have just suggested. What actually
happened was that word-final [m] shifted to [n]:

*m>n/__#

It was only then that the vowel nasalization change took place. However, this
did not apply before [n] in just word-final position, as vowels before nonfinal
[n] also nasalized. By a yet later series of changes, [n] in coda positions was
deleted, while vowels before noncoda nasals lost their nasalization, resulting
in the present forms. You can see that there is considerable detail on which the
internal method of reconstruction has proved to be inaccurate in this case. It
failed to reconstruct the change of final [m] to [n], and it also got the details
wrong as to how the vowels came to be nasalized.

Other problems are involved in interpreting the results of internal recon-
struction. By this method, for example, we may be tempted to reconstruct
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an earlier stage of Samoan (which I referred to above as Pre-Samoan) in
which there are final consonants on verbs. However, the method does not give
any indication of how much earlier than modern Samoan it was that verbs
actually had these final consonants. It is often assumed that a reconstructed
prelanguage arrived at in this way represents a form of the language that
was spoken somewhere between the present and the time that it split off
from its nearest ancestor. But it would be quite incorrect to equate Pre-
Samoan with a stage of the language somewhere between modern Samoan
and the time that this split off from its closest Polynesian relatives, as these
languages also exhibit similar kinds of variations. What we came up with in
the preceding exercise involved a mixture of root-final consonants belonging
to a protolanguage that goes back considerably earlier than Proto-Polynesian
and the shapes of the remainder of the words belonging to modern Samoan.
Although we do not have written evidence in this case to show that this
reconstruction is in error, we are fortunate in having comparative data on
related languages. In the case of a genuine language isolate, we would not be
so lucky, and our reconstruction would therefore be that much less reliable.

Finally, internal reconstruction essentially projects synchronic alterna-
tions into the past. But such alternations do not always have the origin we
would be tempted to reconstruct. For example, in some Australian languages
(such as Bardi), clusters are simplified across morphological boundaries. It
would be tempting to reconstruct this as a sound change; the evidence from
internal reconstruction points in that direction. However, what actually seems
to have happened is that intervocalic stops were deleted, and later on other
vowels dropped out in some environments. Comparative evidence shows us
that the consonant clusters that we’d want to reconstruct from internal evi-
dence probably never existed.

Not all current straightforward morphological alternations have a
straightforward history. Elsewhere in this book, we talk about the alterna-
tion in the English prefixes /un-/ and /in-/. If we wished to perform internal
reconstruction on this alternation, we would want to say that at some time
in the history of English, these prefixes were invariably [in-] and [un-], and
at some point, there was a change where the [n] assimilated to the following
consonant. However, that would not be right. The assimilation had already
happened in Latin, the language from which these words were borrowed.
The assimilation patterns were borrowed along with with the words, and the
change was not part of English at all.

7.4 SUMMARY: PROCEDURES FOR
INTERNAL RECONSTRUCTION

While we have noted many problems with the application of internal recon-
struction, it’s a]so a powerful method and useful in several circumstances.

, L
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Here is a summary of the steps to use in applying the method. This set of
instructions is from Harold Koch.

. Assemble a set of tentative cognate alternating morphs in a single language.

To qualify as tentative cognates, the morphs must exhibit similarities in both
their semantic and their phonological makeup that could possibly be
accounted for by phonological changes (avoid suppletive allomorphs such as
go and went).

. Match the tentative cognate morphs segment by phonological segment.
. Isolate the matched phonological segments which distinguish the

(allo)morphs. These are called alternating phonemes, and are in a
relationship of morphophonemic alternation.

. For each set of alternating phonemes, identify the phonological (and

morphological) environment of each alternant. Be prepared to posit a
phonological environment which is different from that of the attested
language stage.

. For each set of alternating phonemes, posit (a) a prephoneme in an earlier

stage of the language and (b) a chronologically ordered set of changes which
will transform the pre-phoneme into the attested phoneme in each of the
morphs.

. Prefer the most plausible solution for the sequence of changes. The evidence

for plausibility comes from typology; the plausibility of the changes is judged
by the evidence of diachronic typology. Prefer the most economical
solution—that is, the solution that involves the fewest changes between the
prelanguage and the attested language.

Reading Guide Questions

1.

The comparative method and the method of internal reconstruction
appear to be quite different. Can you find any similarities between
them?

. When might you want to use internal reconstruction instead of the

comparative method?

. What is a language isolate?

What sort of data do we take as the basis for applying the method of internal
reconstruction?

. What assumptions do we operate under when we apply the internal method

of reconstruction?

Can all cases of morphological alternation be reconstructed as resulting from
sound changes having taken place?

What are some of the problems in using the internal method of
reconstruction?

When does internal reconstruction provide the wrong answer?
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Exercises

1. Examine the following forms in southern Paamese (spoken in Vanuatu) and
use the method of internal reconstruction to re-create the original root forms
of the words, then state what changes have taken place.

aim  ‘house’  aimok  ‘this house’ aimos  ‘only the house’
ahat  ‘stone’ ahatuk  ‘this stone’ ahatus  ‘only the stone’
ahin  ‘woman’ ahinek  ‘this woman’ ahines  ‘only the woman’
atin ~ ‘cabbage’ atinuk  ‘this cabbage’ atinus  ‘only the cabbage’
atas  ‘sea’ atasik ‘this sea’ atasis ‘only the sea’
metas ‘spear’ metasok ‘this spear’ metasos ‘only the spear’
ahis  ‘banana’ ahisik ‘this banana’  ahisis ‘only the banana’
ahis  ‘rifle’ ahisuk  ‘this rifle’ ahisus  ‘only the rifle’
2. Examine the following data from Bislama (spoken in Vanuatu) in which the

roots and the transitive verbs derived from these are presented. State what

you think the original form of the transitive suffix might have been, and state
what changes have taken place.

Root Transitive Verb

rit ‘read’ ritim ‘read’

bon ‘burnt’ bonem ‘burn’

smok ‘smoke’ smokem ‘smoke’

skras  ‘itch’ skrasem ‘scratch’

slak ‘loose’ slakem ‘loosen’

stil ‘steal’ stilim ‘steal’

rus ‘barbecue’ rusum ‘barbecue’

tait ‘tight’ taitem ‘tighten’

boil ‘boil’ boilem ‘boil’

draun ‘sink’ draunem ‘push underwater’
ciki ‘cheeky’  cikim ‘givecheek to’

pe ‘payment’ pem ‘pay for’

rere  ‘ready’ rerem ‘prepare’

drai  ‘dry’ draim ‘dry’

melek ‘milk’ melekem ‘squeeze liquid out of”
level  ‘level’ levelem ‘level out’

3. Examine the following Huli (Southern Highlands, Papua New Guinea)
numerals, which are given in their basic forms used in counting, as well as
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their ordinal forms (first, second, third, etc). Reconstruct the original ordinal

suffix, and state what changes have taken place.

Counting Ordinal

tebo
ma
dau
waraga
ka

hali

di

pi
hombe

tebone ‘three’
mane ‘four’
dauni “five’

<

waragane ‘six’

kane ‘seven
halini ‘eight’
dini ‘nine’
pini ‘ten’
hombene ‘eleven’

. Examine the following forms, again from Huli. Reconstruct the original verb
roots and the original pronominal suffixes, and state what changes have taken

place.

ebero
ebere
ibira
ibiru
ibiri
ibija
ibidaba
laro
lare
lara
laru
lari
laja
ladaba
wero
were

wira

‘[ am coming’
‘you are coming’
‘he/she is coming’
‘[ came’

‘you came’
‘he/she came’
‘come everyone!’
‘I am speaking’
‘you are speaking’
‘he/she is speaking’
‘I spoke’

‘you spoke’
‘he/she spoke’
‘speak everyone!’
‘I am putting’
‘you are putting’

‘he/she is putting’

wiru
wija
widaba
homaro
homare
homara
homaru
homari
homaja
homadaba
biraro
birare
birara
biraru
birari
biraja
biradaba

‘I put’

‘he/she put’
‘put everyone!’
‘I am dying’
‘you are dying’
‘he/she is dying’
‘I died’

‘you died’
‘he/she died’
‘everyone die!’
‘I am sitting’
‘you are sitting’
‘he/she is sitting’
‘I sat’

‘you sat’
‘he/she sat’

‘sit everyone!’

. Linguists sometimes use the evidence provided in rhyming poetry to justify
their conclusions about the pronunciations of words in the past. The




4

134 AN INTRODUCTION TO HISTORICAL LINGUISTICS

following nursery rhymes contain nonrhyming words. What do you think
they can tell us about the history of English?

a. Ride a cock-horse
To Banbury Cross
To see a fine lady
Upon a white horse
Rings on her fingers
And bells on her toes
She shall have music

Wherever she goes

b. Jack and Jill
Went up the hill
To fetch a pail of water
Jack fell down
And broke his crown

And Jill came tumbling after

¢. Old Mother Hubbard
Went to the cupboard
To get her poor doggie a bone
But when she got there
The cupboard was bare

So the poor doggie had none

d. Hickory dickory dock
The mouse ran up the clock
The clock struck one
The mouse ran down

Hickory dickory dock
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CHAPTER 8

A

Computational and Statistical
Methods

Since 2000, there has been increasing use of computational techniques in
historical linguistics, particularly programs adapted from computational biol-
ogy. One statistical method for computing language relationships has been
around for more than 50 years, and that is LEXICOSTATISTICS. When people
think of quantitative methods in linguistics, they tend to think of lexicostatis-
tics and glottochronology. Lexicostatistics and glottochronology do not have ‘
a good reputation in standard historical linguistics, but they are not the only
quantitative methods we can use. In this chapter, we look at lexicostatistics,
glottochronology, and several more recent phylogenetic methods that have
their origins in evolutionary biology.!

8.1 DISTANCE-BASED VERSUS '
INNOVATION-BASED METHODS

First, it is useful to distinguish two types of methods for making hypotheses
about the past. Up to now, we have been doing reconstruction by comparing
attested languages, working out the correspondences, and figuring out a set
of changes which are likely to have happened between the protolanguage and
the modern languages. This is called an INNOVATION-BASED METHOD. That is,
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the groupings among the languages emerge from the common changes that
are reconstructed.

Another type of method is used in subgrouping (but no¢ in reconstruc-
tion). This method exploits the fact that closely related languages usually have
more material in common with each other than they do with the languages
to which they are less closely related. For example, English and Dutch share
many items of vocabulary and morphology with each other, far more than
they share with Russian. This is obvious from even a very rapid and superficial
comparison of the languages. On this basis, we can draw the following partial
family tree:

. -~ \ Russian
English Dutch

This method of inferring relationships does not require reconstruction
because it relies on what items languages have in common, not where the
commonalities came from. Methods that hypothesize relationships in this
way are called DISTANCE-BASED METHODS because they infer the historical
relationships from the linguistic distance between languages. Lexicostatistics
is a commonly used distance-based method. As we will see below, both of
these methods have advantages and disadvantages.

8.2 LEXICOSTATISTICS

Lexicostatistics is often used with languages for which there are limited
amounts of data available. Since Melanesia and Australia are areas of great
linguistic diversity, and because comparatively few of these languages are
well known to linguists, this technique has been used very frequently in
trying to determine the nature of interrelationships in that part of the world
(though this technique is not frequently used when comparing better-known
languages). We therefore need to have a good understanding of how linguists
have applied this technique, as well as the strengths and weaknesses of the
technique as it has been applied.

8.2.1 Basic Vocabulary

Lexicostatistics allows us to determine the degree of relationship between
two languages, simply by comparing the vocabularies and determining the
degree of similarity between them. This method operates under two basic
assumptions. The first assumption is that some vocabulary items are much
less subject to lexical change than others: that is, certain parts of the lexicon
include words that are less likely to be completely replaced by noncognate
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forms. The area of the lexicon that is assumed to be more resistant to lexical
change is referred to as CORE VOCABULARY Or BASIC VOCABULARY. Underlying
the lexicostatistical method is the fact that this core of relatively change-
resistant vocabulary is the same for all languages. The universal core vocab-
ulary includes items such as pronouns, numerals, body parts, geographical
features, basic actions, and basic states. Items like these are unlikely to be
replaced by words copied from other languages because all people, whatever
their cultural differences, have eyes, mouths, and legs and know about the sky
and clouds, the sun and moon, stones and trees, and so on. Other concepts,
however, may be culture-specific, or known only to people of certain cultures.
The word ‘canoe’, for example, is culture-specific because somebody who
grew up in the desert of central Australia would be unlikely to have a word to
express this meaning in their language. Similarly, the word for ‘boomerang’
would also be culture-specific because not all cultures have such implements.
Such words are generally found much more likely to have been copied. In fact,
the English word ‘boomerang’ was borrowed from an Australian language
about 200 years ago; it is probably from the Dharawal word bumarap.

The contrast between the amount of lexical change that takes place in
the core vocabulary as against the peripheral vocabulary (or the general
vocabulary) can be seen by looking at the vocabulary of English. If you take
the dictionary of English as a whole, you will find that about 50 percent of the
words have been copied from other languages. Most of these have been copied
directly from French, as there has been massive lexical influence from French
on English since the Norman Invasion of 1066. Many other words have been
copied from forms that were found in ancient Latin and Greek. French has
also taken many words from the same languages, which makes the lexicons of
English and French appear even more similar, even with words that were not
directly copied from French into English. However, if we restrict ourselves just
to the core vocabularies of French and English, we find that there is much less
sharing of cognate forms, and the figure for words copied from French into
English in this area of the lexicon drops to as low as 6 percent (depending on
what is counted as “basic vocabulary™).

The second assumption of the lexicostatistical method is that the actual
rate of lexical replacement in the core vocabulary is more or less stable and is
therefore about the same for all languages over time. In peripheral vocabulary,
of course, the rate of lexical replacement is not stable at all and may be
relatively fast or slow, depending on the nature of cultural contact between
speakers of different languages. This second assumption has been tested in 13
languages for which there are written records going back over long periods of
time. It has been found that there has been an average vocabulary retention
of 80.5 percent every 1,000 years. That is to say, after 1,000 years, a language
will have lost about one-fifth of its original basic vocabulary and replaced it
with new forms.?

If these assumptions are correct, then it should be possible to work out
the degree of relationship between two languages by calculating the degree
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of similarity between their core vocabularies. If the core vocabularies of two
languages are relatively similar, then we can assume that they have diverged
quite recently and therefore belong to a lower-level subgroup. If, on the other
hand, their core vocabularies are relatively dissimilar, then we can assume that
they must have diverged at a much earlier time and therefore belong to a much
higher level of subgrouping.

8.2.2 Subgrouping Levels

Different levels of subgrouping have been given specific names by lexicostatis-
ticians, as follows:

Level of Subgrouping Shared Cognate Percentage

in Core Vocabulary

Dialects of a language 81-100
Languages of a family 36-81
Families of a stock 12-36
Stocks of a microphylum 4-12

Microphyla of a mesophylum 14

Mesophyla of a macrophylum 0-1

You should note immediately that lexicostatisticians are using the term
“family” in a completely different way from the way we have been using
it in this textbook. I (and most other historical linguists) take “family” to
refer to all languages that are descended from a common ancestor language,
no matter how closely or distantly related they are to each other within
that family. According to a lexicostatistical classification, however, a family
is simply a particular level of subgrouping in which the members of that
subgroup share more than 36 percent of their core vocabularies. Languages
that are in lesser degrees of relationship (but still presumably descended from
a common ancestor) are not considered to be in the same family but in the
same stock or phylum.

8.2.3 Applying the Method

Having outlined the assumptions behind lexicostatistics and the theory
behind its application, I now go on to show how lexicostatisticians have
followed this method. The first problem is to distinguish the so-called core
vocabulary from the peripheral vocabulary. 1 gave some indication earlier
about the kinds of words that would need to go into such a list. But how
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long should it be? Some have argued that we should use a 1,000-word list,
others a 200-word list, and others a 100-word list. (Notice how the lengths of
these lists all involve numbers that can easily be divided by 100 to produce a
percentage. One suspects that these lists are not being drawn up according to
any firm linguistic criterion about what can be shown to be “basic” as against
“peripheral” vocabulary but merely to make the lexicostatisticians’ task of
calculation easier.) It would be awkward to insist on a 1,000-word list for the
languages of Australia and Melanesia where many languages are only very
sketchily recorded and linguists do not have access to word lists of this length.
Many people think that a 100-word list is too short and the risk of error
is too great, so most lexicostatisticians tend to operate with 200-word lists.?
The most popular list of this length is known as the Swadesh list (table 8.1),
which is named after the linguist Morris Swadesh who drew it up in the early
1950s.

Even with this list, there are problems in applying it to some of the
languages of Melanesia, Australia, and the South Pacific. First, it contains
words like and and in, which in some of these languages are not expressed
as separate words but as affixes. It contains the separate words woman and
wife, even though in many languages both of these meanings are expressed
by the same word. It contains words such as freeze and ice, which are clearly
not applicable in languages spoken in tropical areas. Other words could be
included in a basic vocabulary for Pacific languages but would not be suitable
for other languages, for example: canoe, bow and arrow, chicken, pig, and so
on. A basic vocabulary for Australian languages could, of course, include
items such as grey kangaroo and digging stick. These days, when linguists
do lexicostatistics, they often use locally adapted versions of the Swadesh
list. Srow is not a basic vocabulary item in tropical areas, for example, and
kinship terms may be frequently borrowed in areas where the cultural norm
is to marry out of one’s clan group.

Let us leave aside the problem of exactly what should be considered basic
vocabulary and go on to see how we use a basic word list of this kind in a
language in order to determine its relationship to another language. The first
thing that you have to do is to examine each pair of words for the same mean-
ing in the two languages, to see which ones are cognate and which ones are
not. Ideally, whether or not a pair of words are cognate should be decided only
after you have worked out the systematic sound correspondences between the
two languages. If there are two forms that are phonetically similar but show
an exceptional sound correspondence, you should assume that there has been
lexical copying, and the pair of words should be excluded from consideration.
It is important that you exclude copied (or borrowed) vocabulary when you
are working out lexicostatistical figures, as these can make two languages
appear to be more closely related to each other than they really are.

Let us now look at an actual problem. I use the lexicostatistical method
to try to subgroup the following three languages from Central Province in
Papua New Guinea: Koita, Koiari, and Mountain Koiari (table 8.2). Rather
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TABLE 8.1 The Swadesh List

all dull heart neck skin turn
and dust heavy new sky twenty
animal here night sleep two
ashes ear hit nose small
at earth hold/take not smell vomit
eat horn smoke
back egg how old smooth walk
bad eight hundred one snake warm
bark eye hunt other SNow wash
because husband some water
belly fall person spear we
big far I play spit wet
bird fat ice pull split what
bite father if push squeeze when
black fear in stab/pierce where
blood feather rain stand white
blow few kill red star who
bone fight knee right/correct stick wide
breast fire know right side stone wife
breathe five river straight wind
brother float lake road suck wing
burn flow laugh root sun wipe
flower leaf rope swell with
child fog left side rotten swim woman
claw foot leg rub woods
clothing four live tail work
cloud freeze liver salt ten worm
cold fruit long sand that
come full louse say there ye
cook scratch they year
count give man/male sed thick yellow
cut good many see thin
grass meat/flesh seed think
dance green moon seven this
day guts mother sew thou
die mountain sharp three
dig hair mouth shoot throw
dirty hand short tie
dog he name sing tongue

drink head narrow sister tooth
dry hear near sit tree
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TABLE 8.2 Data from Central Province Languages, Papua New Guinea

Koita Koiari Mountain Koiari
1. yata ata maraha ‘man’
2. mayi mavi keate ‘woman’
3 moe moe mo ‘child’
4. yamika vami mo ese ‘boy’
S mobora mobora koria *husband’
6. mabara mabara keate ‘wife’
7. mama mama mama ‘father’
8. neina neina neina ‘mother’
9 da da da ‘r
10. a a a ‘you (sing.)’
1. au au ahu ‘he, she, it’
12. omoto kina kina ‘head’
13. hana homo numu ‘hair’
14. uri uri uri ‘nose’
15. ihiko ihiko gorema ‘ear’
16. meina neme neme ‘tongue’
17. hata auki aura ‘chin’
18. ava ava aka ‘mouth’
19. dehi gadiva inu ‘back’
20. vasa vahi geina ‘leg’
21. vani vani fani ‘sun’
22, vanumo koro didi ‘star’
23t gousa yuva goe ‘cloud’
24. veni veni feni ‘rain’
25. nono hihi heburu ‘wind’

than use a full 200-word list, I will make things simpler by using a shorter
25-word list and assume that it is representative of the fuller list.

The first thing that you have to do is distinguish cognate forms from
forms that are not cognate. One way to do this is to mark how many cognate
sets there are to express each meaning. For instance, in the word for ‘man’
(1), there are two cognate sets, as Koita and Koiari have forms that are clearly
cognate (yata and ata, respectively), whereas Mountain Koiari has maraha.
You can therefore label the first set as belonging to Set A and the second as
belonging to Set B:

Koita Koiari Mountain Koiari

1. A A B ‘man’
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TABLE 8.3 Cognate Sets for Data in Table 8.2

Koita Koiari  Mountain Koiari

1. A A B ‘man’

2 A A B ‘woman’
3 A A A ‘child’

4. A A B ‘boy’

St A A B ‘husband’
6. A A B ‘wife’

7. A A A ‘father’

8. A A A ‘mother’
9. A A A ‘K

10. A A A ‘you (sing.)’
1. A A A ‘he/shelit’
12. A B B ‘head’

13. A B (& ‘hair’

14. A A A ‘nose’

15. A A B ‘ear’

16. A B B ‘tongue’
17. A B & ‘chin’

18. A A B ‘mouth’
19. A B C ‘back’
20, A B C ‘leg’

2. A A A ‘sun’

22. A B C ‘star’

23. A B C ‘cloud’
24, A A A ‘rain’

25. A B C ‘wind’

On the other hand, the word for ‘chin’ (17) is quite different in all three
languages, so we would need to recognize three different cognate sets:

Koita Koiari Mountain Koiari
17. A B C ‘chin’

Finally, the word for ‘sun’ (21) is clearly cognate in all three languages, so
you would need to recognize only a single cognate set:

Koita Koiari Mountain Koiari

21. A A A ‘sun’
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Table 8.3 sets out the cognate sets for each of these three languages on the
basis of the information that I have just given you.

Now you need to work out the degree to which each pair of languages
among the three shares cognates. First, examine the pair Koita and Koiari. If
you count the number of pairs in these two languages marked as cognate (i.e,
which are both marked A) and those marked as noncognate (i.e., in which
one is marked A and the other is marked B), you will find that there are 16
forms that are shared between the two languages and 9 which are not. From
this, you can say that 16/25 of the core vocabulary of these two languages is
cognate. If you do this for the remaining pairs of languages from the three
languages that we are considering, you will end up with three fractions, which
can be set out in the following way:

Koita
16/25 Koiari

9/25 12/25 Mountain Koiari

You should now convert these figures to percentages:

Koita
64% Koiari
36%  48% Mountain Koiari

Now that you have the cognate percentage figures, you need to know how
to interpret them. Clearly, Koita and Koiari are more closely related to each
other than either is to Mountain Koiari. On the basis of these figures, you
could therefore draw a family tree of the following kind:

/\ Mountain Koiari

Koita Koiari

In terms of the degrees of relationship that I talked about earlier, these
languages would all be contained within a single family; they share between
36 percent and 81 percent of their core vocabularies.

This was a simple example because we considered only three languages.
Although the same principles apply when we are considering cognate per-
centages for larger numbers of languages, the procedures for working out the
degrees of relationship can become more complex. Let us take the following
lexicostatistical figures for 10 hypothetical languages and interpret the data
according to these same principles:
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A
91% B
88 86% C

68 62 64% D

67 65 66 63% E

55 51 56 53 55% F

57 53 54 57 56 8% G

23 27 36 3l 3230 29% H

25 28 33 29 27 34 22 88% I

31 22 30 27 28 26 28 8 &% J

Where do you start from in a more complicated case like this? The first
step is to try to find out which languages in the data are most closely related
to each other. To do this, you should look for figures that are significantly
higher than any other figures in the table, which is an indication that these
particular pairs of languages are relatively closely related to each other. In
this chart, therefore, the sets of figures that are set in bold type are noticeable
in this respect:

A
91% B
88 86 C

68 62 64% D

67 65 66 63% E

55 51 56 53 55 F

57 53 54 57 56 8% G

23 27 36 3l 32 30 29% H

25 28 33 29 27 34 22 88% 1

31 22 30 27 28 26 28 8 89% J

Communities A, B, and C are clearly closely related to each other. Commu-
nities F and G also belong together, and so do the three communities H, I,
and J.

Now you need to find out what is the next level of relationship. To
make this task easier, you can treat the subgroups thair you have just
arrived at as single units for the purpose of interpretation. To do this, you
should relabel the units so that it is clear to you that you are operating
with units at a different level of subgrouping. You can use the following
labels:

R
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A,B,C 1

D I1
E I11
F.G v
H,IL] V

Now work out the shared cognate percentages between these five dif-
ferent lower-level units, in order to fill in the information in the chart
below:

I

II
II1

v
\Y

Where the new label corresponds to a single language in the original chart,
you can simply transfer the old figures across to the appropriate places in the
new chart:

I
I1
63% 111

IV
\Y

However, where the new labels correspond to a number of different
communities in the original chart, you will need to get the averages of the
shared cognate figures in each block and enter them in the appropriate place
in the new one. So, in comparing I and II, you will need to get the figures
for the shared cognates of A with D, of B with D, and C with D and enter
the average of those figures under the intersection of I and II. Since A and D
have 68 percent cognate sharing, B and D have 62 percent, and C and D share
64 percent of their cognates, the average level of cognate sharing between |
and II works out at 65 percent. So, you can now add one more figure to the
chart:

1
65% 11
63% 111
v

\Y
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If you do this methodically for every pair of groupings, you will end up
with the following chart:

65% 11

66  63% III

54 55 55% IV
28029 29 21% V

You should now treat this chart in the same way as you treated the first
one—simply look for the highest cognate figures as an indication of the next
level of linguistic relationship. From these figures, it seems that I, 11, and 111
are more closely related to each other than to either IV or V, as the shared
cognate percentages range above 60 percent, whereas they are in the 20—
60 percent range for the other groups. For the next step, you should group
together I, 11, and III in the same way and relabel them (this time as, say, X,
Y, and Z) as follows:

LILIT X
v Y
\% Z

Once again, calculate the averages of the cognate figures, which will work out
to be as follows:

X
5% Y
29" 0 27” 0 Z

It is clear from this final chart that X and Y are more closely related to each
other than either is to Z.

The final step in the procedure is to gather all of these facts together
and represent the conclusions on a family tree that will clearly indicate the
degrees of relationship among the 10 original speech communities. At the
lowest level of relationship, you will discover that the following units belong
together, while D and E are on their own:

A, B, C
F, G
H, I, J
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At the next level of relationship, you find that D and E belong to the same
group as A, B, and C, while the others are all on their own. At the next level,
F and G could be related to the same subgroup as the subgroup consisting of
A, B, C, D, and E, with H, I, and J being a separate subgroup of their own.
This situation can be represented in a family tree diagram in the following
way:

A B C D E E G H I J

Having dealt in some detail with the claim that lexicostatistics enables
us to work out degrees of relationship within a language family, I now
go on to discuss a second claim that lexicostatisticians sometimes make,
though most linguists are now very cautious about this. If we accept the
basic assumption that languages change their core vocabulary at a rela-
tively constant rate, we should be able to work out not only the degree of
relationship between two languages but also the actual period of time that
two languages have been separated from each other. Once the percentage of
cognate forms has been worked out, we could use a formula to work out the
TIME DEPTH, or the period of separation, of two languages.* This is known as
GLOTTOCHRONOLOGY.

The claim of glottochronology is that languages replace approximately
20 percent of their core lexicon over a 1,000-year period. Therefore, we would
expect languages that share approximately 80 percent of their vocabulary to
have diverged somewhere around 1,000 years ago. Glottochronology is to
a certain extent the linguistic equivalent of the DNA clock. We know that
mutations in DNA occur at a roughly constant rate, and we know what that
rate is. Therefore by comparing the genetic difference between two species, we
know approximately how long ago their lineages diverged. By comparing lots
of different species, we can build a DNA tree of species.

The mathematical formula used for calculating time depth using glot-
tochronology is a simple decay formula of the form

— log C
2logr

where ¢ stands for the number of thousands of years that two languages
have been separated, C stands for the percentage of cognates as worked
out by comparing basic vocabulary, and r stands for the constant rate
of change mentioned in sec.8.2.1 (i.e.,, 0.805). Going back to the earlier
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problem involving Koita, Koiari, and Mountain Koiari, if you wanted to
know how long it has been since Koiari split off from Koita, it would
take the cognate percentage of 64 percent (the figure given in the table for
these two languages) and convert it to a factor of one (0.64) and apply the
formula:

/= logC
2logr

_ log.64
~ 2log.805

446
T 2x 217

=1.028

This means that Koita and Koiari are calculated to have diverged 1.028
thousand years ago, or 1,028 years ago.

8.3 CRITICISMS OF LEXICOSTATISTICS AND
GLOTTOCHRONOLOGY

The techniques of lexicostatistics and glottochronology have not been without
their critics. I have already hinted at a number of practical problems that
are associated with these methods. First, there is the problem of deciding
which words should be regarded as core vocabulary and which should not.
Obviously, it may be possible for different sets of vocabulary to produce
differing results. Another difficulty involves the actual counting of forms that
are cognate against those that are not cognate in basic vocabulary lists from
two different languages. As I said earlier, ideally, copied vocabulary should
be excluded from cognate counts, but to do this you need to know what the
regular sound correspondences are between the two languages in order to
exclude exceptional forms, which are probably copied. However, since we are
working with fairly short word lists, there may not be enough data to make
generalizations about sound correspondences. Also, we are not likely to know
much about the protolanguage if we are dealing with languages for which we
have only limited amounts of data, and this will make it even more difficult to
distinguish genuine cognates from copied vocabulary.

Lexicostatisticians, in fact, tend to rely heavily on what is often
euphemistically called the “inspection method” of determining whether or
not two forms are cognate in a pair of languages. What this amounts to is
that you are more or less free to apply intelligent guesswork as to whether
you think two forms are cognate. If two forms look cognate, then they can be
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given a “yes” score, but if they are judged not to look cognate, then they are
given a “no” score.

Of course, two different linguists can take the same lists from two different
languages, and since there is no objective way of determining what should be
ticked yes and what should be ticked no, it is possible that both will come
up with significantly different cognate figures at the end of the exercise. For
example, I have done counts on the basis of word lists calculated by other
people and have ended up with figures between 10 percent and 20 percent
higher or lower than their count. If two different scholars compare the same
pair of languages and one comes up with a figure of 35 percent cognate
sharing and the other concludes that there is 45 percent cognate sharing, then
one is going to have to say that the two represent different families within
the same stock, while the other will end up saying that they are from two
languages within the same family. In glottochronological terms, this could
mean a difference in time depth of up to 600 years.

A further problem that arises in the use of lexicostatistical figures to
indicate degrees of linguistic relationship is that different linguists sometimes
use different cutoff points for different levels of subgrouping, and there is
not even agreement on what sets of terminology should be used to refer to
different subgroups of languages. While I have used the term in this text-
book to refer to all languages descended from a protolanguage, according
to one system, a language family refers only to languages that share more
than 36 percent of their core vocabulary, while according to another system,
languages in the same family must share more than 55 percent of their core
vocabularies.

Apart from these practical problems, there are some more basic theo-
retical objections to these methods, which tend to destroy the validity of the
underlying assumptions that I presented earlier. First, we need to question the
validity of the assumption that there is a constant rate of lexical replacement
in core vocabulary for all languages over time and that this rate of replacement
is 19.5 percent every 1,000 years. This figure was arrived at by testing only 13
of the world’s languages, and these were languages with long histories of writ-
ing, 11 of which were Indo-European languages. However, differing cultural
factors can affect the speed at which lexical replacement can take place. In
chapter 11, I describe how lexical replacement can be accelerated in languages
in which even basic vocabulary can become proscribed by taboo. The result
of lexical replacement because of taboo is that even basic vocabulary, if given
sufficient time, will be subject to replacement. If languages copy words from
neighboring languages in order to avoid a forbidden word, two languages
that were originally very different from each other will end up sharing a
high proportion of even their core vocabularies. Moreover, certain cataclysmic
changes can radically speed up the replacement rate or drastically reduce the
amount of identifiably shared vocabulary. For example, if a language simpli-
fies all of its consonant clusters, loses a voicing contrast, and develops tone,
it may well be that many cognates are not readily apparent by the inspection
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method. In this scenario, the changes would be linked, but the result would be
a falsely old glottochronological figure. Second, when speakers of a language
come into contact with a lot of new items, they need to innovate lexical items
quickly. They do not borrow a word here or a word there. In fact, it has
recently been suggested that lexical changes occur in bursts, with languages
being quite stable for a long period of time and then undergoing a number
of innovations relatively quickly. This would still produce an average figure
per 1,000 years, but the average would not be very meaningful and could
differ widely, depending on whether or not the languages had undergone
the burst.

A second theoretical problem with lexicostatistics involves the interpre-
tation of the data. Given that change is random within the core vocabulary,
it is logically possible for two languages to change the same 19.5 percent
of their core vocabulary every 1,000 years and to retain the remaining 80.5
percent intact over succeeding periods. It is also possible at the other extreme
for two languages that in the beginning shared the same proportions of their
core vocabulary to replace 19.5 percent of their core vocabularies every 1,000
years, yet for the 19.5 percent to be different in each successive period. The
result of this will be that two pairs of languages, while separated by the same
period of time, might have dramatically different vocabulary retention figures,
depending on which items were actually replaced. Some languages will be
accidentally conservative, while others will accidentally exhibit a high degree
of change. Although the time depth would be the same, we would be forced
to recognize two very different degrees of linguistic relationship.

8.4 SUBGROUPING COMPUTATIONAL
METHODS FROM BIOLOGY

I mentioned at the start of this chapter that lexicostatistics and glottochronol-
ogy are not the only quantitative methods in historical linguistics. One of
the biggest problems with lexicostatistics is that it is often practiced as an
alternative to the comparative method. That is, it is done in situations where
preliminary comparison is needed or where the linguist, for whatever reason,
does not wish to use the comparative method. However, there is potential
for more sophisticated quantitative methods used in conjunction with the
comparative method. In recent years, several new methods have come into
linguistics, and quantitative methods are now being used on families in several
different parts of the world.

8.4.1 Inferring Correspondence Sets

There are a couple of different ways in which computational methods are
used in historical linguistics. One is in the discovery of cognate sets. Some
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computer programs can take transcribed data and attempt to identify the
cognate sets and reconstruct the changes that the languages have undergone.
Other programs require the cognate sets to be aligned (as we did in chapter 5)
before the computer software tries to compute the changes. I am skeptical
about the utility of these programs. In my experience, the correspondence
set identification programs do much worse than a human at identifying the
correspondences, even worse than someone with little experience in historical
linguistics. Furthermore, the process of identifying correspondence sets (as
required in the second type of program) usually leads to the linguist identi-
fying the changes in the data. That is, by the time the linguist has tagged the
correspondence sets, he or she has worked out the answer without the need of
the computer program!

8.4.2 Inferring Subgrouping

Most computational work in linguistics, however, does not involve the com-
pilation of cognate sets but, rather, the analysis of relatedness. That is, the
programs use data coded by the linguist to work out subgrouping within
a family, to search for previously unidentified relationships, or to evaluate
potential competing hypotheses. The type of program I discuss here takes
data about properties of languages and uses that data to represent linguistic
relationships and to draw hypotheses about when different languages split.
That is, they do not explicitly try to reconstruct the sound changes or to mimic
what historical linguists do; rather, these programs work in different ways to
draw trees.

Computational methods can augment the comparative method in several
ways. We should not be using these tools in areas where the comparative
method does a better job. Rather, we should be exploiting the main advantage
of such methods, which is to reduce the risk of researchers unintentionally
biasing their results by only paying attention to certain items. This is a par-
ticular problem when families are worked on by small numbers of people and
where there are few people with in-depth knowledge of languages and it is
therefore harder to catch such mistakes. Another advantage of these methods
is that we can use them to look for patterns in the data. For example, it
is possible to look for traces of borrowing in different semantic fields quite
easily using these methods. We can also compare and quantify the evidence
for competing subgrouping theories. Furthermore, quantifying the results of
the comparative method makes it easier for scholars in quantitative fields to
interpret the results. Linguists are constantly complaining that their results
are misrepresented or overlooked in the prehistory literature; here is a way to
make them more accessible. Finally, not all computational methods produce
trees: some produce networks. Using these methods can therefore give us an
alternative model for thinking about linguistic relationships.
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8.4.3 Some Definitions

The terminology of the computational historical linguistics literature is some-
what similar to mainstream historical linguistics, but some important terms
originate in the field of evolutionary biology. There are also some differences
in the way that the data are set up. Throughout this section, I continue to use
the Koiari and Koita data from the lexicostatistics illustration.

The basic unit of comparison is the TaxoN. Koita, Koiari, and Mountain
Koiari are all taxa. Taxa can form a CLADE. In my example of a family tree,
Koita and Koiari form a clade; Koita, Koiari, and Mountain Moiari form a
clade; but Koiari and Mountain Koiari on their own do not. For our purposes
here, a clade is equivalent to a subgroup.

Taxa are grouped into trees, as in the methods you’ve seen already. Lin-
guistic family trees represent hypotheses about changes that have happened
through time, and as such they have a protolanguage at the top and the
modern languages at the bottom. This is known as a ROOTED TREE, because
we know in this case what the root (or the base) of the tree is and what
the descendants are. The family tree I gave for Koari, Moita, and Mountain
Koiari is a rooted tree. Computational trees, however, are often represented
as UNROOTED TREES. Unrooted trees show which languages are closer to one
another, but they do not show a single protolanguage from which all of
the subsequent languages developed. This is what an unrooted tree of our
example languages looks like:

Mountain Koiari

Koita

Koiari

Finally, I mentioned earlier that trees are not the only way of representing
relationships. Relationships can also be expressed using NETWORKS. The main
difference between trees and networks is that while nodes in a tree can only
have one parent, that is not true for networks. Figure8.1 shows a network
of Quechua and Aymara varieties. Networks are useful for showing how
much unambiguous support there is for a particular type of branching. On
the one hand, a network that looks rather like a tree implies that there is
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a good deal of consensus in the data for the splits. In figure 8.1, the split
between Quechua on the one hand and the two branches of Aymara on the
other illustrate this. On the other hand, a network that is very “weblike”
implies that there are multiple ways to hypothesize the relationships between
taxa.

The terminology used to talk about the data itself is also different. Up
until now in this book, we have talked about correspondence sets. In the
computational historical linguistic literature, the items being compared are
called CHARACTER SETS. The characters are the features of the languages used
for comparison.

8.4.4 Selecting Data and Coding Characters

In order to use these methods, you need to prepare the data so the information
can be processed. Twenty words is not a large-enough data sample to work
on this method properly; you want as many data points as possible.’ This will
do for an illustration, however.

The first consideration is what you are coding for. Coding can be BINARY
or MULTISTATE. In BINARY CODING, you are coding for the presence or absence
of a particular feature. The language is coded as 1 if the feature is present
and 0 otherwise. So, in our example data, one character set might be “has
a cognate of yata in the meaning ‘man’. Koita and Koiari would get a 1 for
this, and Mountain Koiari would get a 0. We could also have a character set
meaning something like ‘has a cognate of maraha in the meaning ‘man’. In
that case, Mountain Koiari would get a 1, and the other languages would

geta .
Koita Koiari Mountain Koiari
la. 1 1 0 ‘man’
Ib. 0 0

In MULTISTATE CODING, the character sets are the translations, and each
putative cognate set receives a different coding. The coding is similar to that
used in lexicostatistics (and is therefore subject to the same problems).

Koita Koiari Mountain Koiari
1. 1 1 2 ‘man’
Each possible coding for a character set is called a STATE. In this example,

Koita and Koiari have state 1 for the character, while Mountain Koiari shows
state 2.

a S |
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You'll notice that in this coding scheme, some of our data are not very
informative about relationship. Items 3, 7-11, 14, 21, 24, and perhaps 18 are
all cognate: they’d all get the same coding. Nine of our 25 cognates don’t
give us any information about subgrouping from the lexical point of view.
However, there are phonological differences in the data. In item 11, Mountain
Koiari has a form with /# while the other languages have nothing; it has f
in item 21, where the other languages have v (and this is repeated in 24);
and Koita and Koiari show a correspondence of y : v in items 2 and 4.
This is also information about language divergence and can be coded as a
phonological character set. Here are some phonological character sets in the
data:

Koita Koiari Mountain Koiari Description

a. | 2 — Y: 0
b. 1 2 — y:iv
¢ 1 1 2 g:0:h
d. 1 1 2 vi:vif
e 1 1 2 e:e:o

If you do not have information on a particular correspondence, you should
code the data as missing, as I have done here with the dashes.

In the process of coding the data, you will need to make some decisions
about what is cognate and what is not. In 